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Abstract

In this paper, inspired by the idea of Suzuki type o d F-proximal contraction in met-
ric spaces, we prove a new existence of best proximity point for Sueuki type o F-
proximal contraction and ot (8 @ j-proximal contraction defined on a closed subset
of a coamplete metric space. Our theorems extend, seneralize, and improve many
existing results.

Keywords: proximity point, o F-proximal contraction, e (8 — ¢&)-
proximal contraction.

1. Introduction and preliminaries

Best proximity point theorem analyses the condition under which the optimisation
problem, namely, inf,c4 d(x,Tx), has a solution. The point z is called the best prox-
imity (BPP(T) of T : A — B, if d(x,Tz) = d(A, B), where {d(A, B) = infd(z,y) :
x € A,y € B}. Note that the best proximity point reduces to a fixed point if T is a
self-mapping.

Sankar Raj [1] and Zhang et al. [5] defined the notion of P-property and weak P-
property respectively. Hussain et al. [2] defined the concept of a™-proximal admissible
for non self mapping and introduced Suzuki typea™ - proximal contraction to gener-
alize several best proximity results and obtained some best proximity point theorems

for self-mappings.

Definition 1.1. [1]. Let (A,B) be a pair of non empty subsets of a metric space (X,d).
We adopt the following notations:

d(A,B) = {infd(a,b) : a € A,b € B},

Ao = { a € A there exists b € A such that d(a,b) =d (A, B)};
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By = { b € B there exists a € A such that d (a,b) = d (A, B)}.

Definition 1.2. [1]. Let T': A — B be a mapping. An element z* is said to be a best
proximity point of T if

d(z*,Tx*) =d(A,B).
Definition 1.3. [2]. Let a : A x A — ]—00,+00[. We say that T is said to be a™
proximal admissible if
a(z1,z2) >0
d(uy,Tx1) =d(A,B) = a(ur,uz) >0
d(ug2,Tz2) = d (A, B)
for all x1,xs, ur,us € A.

Definition 1.4. [1]. Let (A, B) be a pair of non empty subsets of a metric space (X, d)
such that Ap is non empty. Then the pair (A, B) is to have P-property if and only

= d(z1,22) = d(y1,y2)
d(l'2ay2) = d(A’ B)

for all x1,x9 € Ag and y1,y2 € By.

Definition 1.5. [7]. Let / be the family of all functions F': RT — R such that
(Fy) F is strictly increasing;

(F2) For each sequence (z,),y of positive numbers

lim z, =0, ifandonlyif lim F(x,)= —oc;
n—oo n—oo

(F3) There exists k € ]0, 1] such that lim, o 2*F (z) = 0.

Definition 1.6. [3] Let © be the family of all functions 6 : |0, +oo[ — ]1,4o00[ such
that

(A1) 0 is strictly increasing;

(A2) For each sequence z,, € ]0,+o0];
lim x,, =0, if and only if lim 0 (x,) =1;
n—0 n—r00

(03) 0 is continuous.
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Definition 1.7. [6] Let ® be the family of all functions ¢: [1,4+o00] — [1,+o0[, such
that

(¢1) ¢ is increasing;
(¢2) For each t € |1, +00], limp—0@™(t) = 1;

(¢3) @ is continuous.
Lemma 1.8. If ¢ € ® Then ¢(1)=1, and ¢(t) < t.

Definition 1.9. [6]. Let (X,d) be a metric space and T': X — X be a mapping. T
is said to be a (6, ¢)—contraction if there exist 8 € © and ¢ € ® such that for any
z,y € X,

d(Tz,Ty) > 0= 0[d(Tz,Ty)] < ¢[0(d(z,y))],

2. Main Results

Now, we introduce the following concept which is a o F-proximal contraction and

a™ (6, ¢)-proximal contraction.
2.1. o™ F-proximal mapping.

Definition 2.1. The mapping T : A — B is called a Suzuki type o™ F-proximal

contraction, if there exists F' € F and 7 > 0 such that
1
(2.1) §d*(x,Tx) <d(z,y) = a(z,y) + F(d(Tz,Ty)) + 7 < F(M(x,y))

for all z,y € A, where d*(x,Tz) = d(z,Tz) — d(A,B), a: A x A — |—00,+00] and

Mz, y) = {d(w,y)’ d(ﬂ?,Tﬂf)-de(y,Ty) _d(AB), d(vay)-;d(y,Tx) A B)}

for all x1,T2,Ul,Ug € A.

Theorem 2.2. Suppose A and B are nonempty closed subset of a complete metric space
X with Ay # @. Let T : A — B satisfy (2.1) together with the following assertions:
(i) T (Ao) € By and the pair (A, B) satisfies the weak P-property;
(i) T is a™-prozimal admissible;
(iii) there exist elements xo,x1 € A such that d(x1,Txo) = d(A, B) and o(zo,x1) >
0;

(iv) T is continuous or
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(v) F is continuous and A is a-regular, that {x,} is a sequence in A such that

a(Tn,x) >0 for alln € N.

Then T has a best prozimity point z* € A such that d (z*,Tz*)=d (A, B).
Proof. From condition (ii7), there exist elements xg, 1 € Ay such that
d(z1,Tzo) = d(A,B) and «a(xg,x1) > 0.

Since T'(Ap) € By, there exists o € A such that d(z2, Tz1) = d(A, B).

Now, we have

d(zo,Tz1) = d(A, B),a(x1,x2) >0
Again, since T'(Ap) € By, there exists x3 € Ap such that
d(z3,Tzo) = d(A, B).

Again since T is at-proximal admissible, this implies that a(zg,x3) > 0. Thus, we

have

d(x3,Tx2) = d(A,B) and oa(za,x3) > 0.
Continuing this process, by induction, we construct a sequence x,, € Ag such that
d(zp41,Trn) =d(A,B) and o(zp,Tny1) > 0,Vn € N.
Since (A, B) satisfies the weak P property, we conclude from (2.1) that
(2.2) d(xn, Tpt1) < d(Txp, Txpy1),¥n € N.
We shall prove that the sequence z,, is a Cauchy sequence. Let us first prove that
lim d(zp,xp41) = 0.

n—oo

By using the observations we can write

1 1
id*(wn—lyTxn) = id(xn_l,Txn) —d(A, B)
1
<3 [d(xp—1,2n) + d(zp, Tzy)] — d(A, B)
1
= §d(xn—17xn)
S d(xn—hxn)



) . R , 185
Jurnal Matematika, Statistika & Komputasi
ABDELKARIM KARI, MOHAMED ROSSAFI

and

d(xp-1,TTp_1) + d(xn, Txy) d(xp—1,Txy) + d(xp, TxHn—1)
2 2

d(xn—la «%'n) + d(fEna Txn—l) + d(l’n, xn—s—l) + d(xn+17 Txn)
2
{d(xn—la xn-&-l) + d($n+21, Txn) + d([L‘n, Tﬂjn—l) . d(A, B)}

d(xn—la xn) + d(.ﬁ[)n, Txn—l) + d(l’n, l'n—s—l) + d(xn+17 Txn)
2

{ d(xn—la In) + d(fEn, xn—i—l) +;l($n+17 TiUn) + d(ﬂjn, TfEn—l) - d(A7 B)}

n—1i,%n AaB ny+n A7B
e {1, ), 1oo) + HAB)thn ) (AL D)

d(xzp—1,2n) + d(zp, xn41) + d(A, B) + d(A, B)
{ +2 — d(A, B)}

= max { d(xn_l’ CL‘n)d(xn’ xn—i—l) d(xn—h xn)d(ivm xm—l) } ’

—d(A,B), —d

M(frn—la mn) = max {d(xn—ly l’n),

—d(A, B)},

< max {d(mnl,xn),

—d(A, B)},

< max {d(mnl,azn),

—d(A, B)},

2 ’ 2
{ d($n_1, J:n) + d(l'nv xn—i—l) + d(A7 B) + d(Au B)
2

—d(A, B)}
< max {d(zpn—1,2n), d(Tn, Tnt1)} .
As T is a™ F-proximal contraction. Then
F(d(xn,zn+1)) <7+ F(d(Trp-1,T2y))
<7+ F(d(Trp-1,Tzy)) + (8_1,20)
< F(M (zn-1,20))
< F (max {d(xp—1,2p), d(Tn, Tn+1)})
Now if max {d(xn—1,zn), d(Tn, Tp+1)} = d(Tpn, Tpt1), then
Fd(Trp-1,Tzy)) < F(d(zp, Tny1) + 7
< F (d(zp, Tnt1) -

which is a contradiction. Hence

< F(d(xp—2,Tpn—1) — 27

< ... < F(d(zg,z1) — nT.
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Taking the limit as n — oo, we have

nh_)nolo F(d(zpn,Tny1)) = —o0.
By (F3), we obtain
(2.3) nlingod(xn,xn+1) =0.

By condition (F3) there exists k € (0,1) such that

(2.4) lim d(xp,, xn+1)k d(xp, Tpy1) =0.

n—oo
Since
F(d(zn,zn+1)) < F(d(20,71)) — n,

we have

(2.5)

d (2, 2ns1)* F(d (2, 2n41)) < F(d (20, 2n31))* F(d (20, 21)) = n7F(d (20, 2ns1))* < 0.

Letting n — 400 in (2.5), we obtain

lim nrd (:cn,xn+1)k =0.
n—oo

From the definition of the limit, there exists ng € N such that

Next we show that {z,} is a Cauchy sequence, i.e,

lim d(zp,zm,) =0 Vm € N*.

n—o0

By triangular inequality, we have

d(zp, Tm) < d(Tn, Tnt1) + d(Tnt1,T42) + oo + d (Tngm—1, Tntm)

1 1
S Rttt

(n+1) (n +m)*
_n+m71 1
= ) W

IA
WE 3
?‘H
=

186
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o0
Since 0 < k<1, > ﬁ is A convergent. Thus d (zy, z,n) — 0 as n — oo, which shows
r=1

that {z,} is a Calzchy sequence. Then there exists z € X such that

lim d(zy,z) =0.

n—o0
If (iv) holds, then
lim d(Tx,,Tz) =0.

n—oo

and

d(A,B) = le d(xzpy1,Txy) =d(z,Tz),

as required. Next, assume that (v) holds. Thus a(zy, z) > 0. If the flowing inequalities

holds:
L L,
§d (xn, Txy) > d(xn,2) and id (Tnt1, Txpy1) > d(Tpy1,2).

for some n € N, then by using ( h) and definition of d* , we obtain the following
contraction:
d(zn, Trnt1) < d(zp,z) +d(z,TTps1)

[d* (zn, Tan) + d* (Tpt1, Ton1)]

[d(zn, Txy) + d(Tpt1, TTns1) — 2d(A, B)]

A
)
5

8
3
+
=

Consequently, for any n € N, either

1 * 1 *
§d (xn, Tzy) < d(zp,2) or §d (Tnt1, Txny1) < d(xpy1,2),

holds. Thus, we may pick a subsequence {z, } of {z;,} such that
1
id* (@, Trp,) < d(xn,,2)and a(x,,,z) >0
for all k € N. By (2.1) we get

F(d(Tzy,,T2))+71 < F(d(Txp,,Tz)) + 7+ a(xy,, 2)

< F[M (p,2)]



PP _ 188
Jurnal Matematika, Statistika & Komputasi

ABDELKARIM KARI, MOHAMED ROSSAFI

F' is increasing, continuous function, we get
d(Tzp,,Tz) < M (zp,,2)

Notice that

d(zp,, Tay,) +d(z,Tz)
2

—d(A.B), d(a:nk,Tz)—;—d(z,Tmnk) —d(A,B)}

M (zy, z) = max {d(xnk, z),

d(Zny,, Tn d(zny,y, Tan,) +d(z,T
Smax{d($nk72)7 (l‘ G k+1)+ (gj S-H xk)+ (Z Z)_d(A7B)}7

{d(xnk’ z)+d(z,Tz) + d(;a Tnyyy) + ATy, Tny) —d(A, B)}

(s Ty )+ d(A, B) + d(z,T
:max{d(xnk,z), (“””“)“L; ) +dz Z)—d(A,B)},

d(Tny,2) +d(2,T2) + d(z, 2, ) + d(A, B)
{ 5 —d(A, B)} .

which implies
d(z, +d(A,B
lim M(zp, 2z) < () Znyy) + )
k—o00 2

Further
d(z,Tz) < d(z,2p,,,) + d(Tn,,, TTn,) + d(T2y,, T2)
< d(z,2n,,,) +d(A,B) +d(Txy,,Tz).
which gives
(2.6) d(z,Tz) —d(z,2n,,,) — d(A, B) < d(Twzy,,,Tz)
As k — oo in (2.6) we deduce
(2.7) d(z,Tz) —d(A,B) < kli)n;o d(Txzp,,Tz)

Therefore from (2.1), (2.6), and (2.7)

(2.8) d(z,Tz) —d(A,B) < klim d(Txy,,Tz)
—00
(2.9) < lim M(zp,2)
k—o0
(2.10) < d(z’m”’““); 44, B)

Now, if d(z,Tz)-d(A, B) > 0, then we get

d(z,Tz) —d(A, B)
2 )

a contradiction. Hence, d(z,Tz) = d(A, B) as desired.

d(z,Tz) —d(A,B) <
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Example 2.3. Suppose X = R? is equipped with the metric d((z1,z2), (y1,¥2)) =
|71 —y1| + |22 — ol , for all (z1,22), (y1,92) € X. Let

Ar={(z,y) |[r=1,0<y < -}

Wl

Ay ={(z,y) | v =3,y > 4}
Az ={(z,y) | v =4,0<y > 3}.

A= A; U Ay U Ag Further define

and B = B1 U By U Bg

Note that d(4,B) =1, Ag = {(z,y) |z =1,0<y < i} and By = {(z,y) |z = 3,1 <
y < 1}. Let, for 1 = (1,u1), x2 = (1,u2) € Ap and y; = (%,vl), y2 = (1,v2) € By, us
have d(z1,y1) = d(A, B) = 1 and d(x2,y2) = d(A, B) = 1. Then

1—|-| ’ 1
—+lup —v| =
3 1 1
and
1
—Flug —v| =1
3 1 luz — v
and so |u; — v1| = % and |ug — vg| = % Since v1,v9 > u1,u2, We have v; = ug +%

and vy = ug + % This shows that d(x1,y1) < d(x2,y2). So (A, B) satisfy the weak
P-property.
Let T : A — B be defined by
11
33
T(x1>$2) = (:El,O) if v1 < a9

) if x1 = x2

(O,.%’Q) Zf Tl > X9

Notice that T'(Ag) C By.
Define the functions F : ]0,+oo[ - Rand a: A x A — R by

F(t) = In(t).
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Then, F € F and 7 € ]0, +oo[ and
0if z,y € (1,0),(3,4),(4,3)
a(z,y) =
—oo otherwise.
Let 7 = 1. Assume that $d*(z,Tz) < d(z,y) and a(z,y) > 0 forz,y € A. then
(o =(1,0), z = (3,4) or
x=(1,0), = =(4,3) or

y =(1,0), x = (3,4) or

\y :(170)7 T = (47 3)

Since d(Tz, Ty) = d(Ty,Tx) and M(x,y) = M(y,x) for all z,y € A, we can suppose
that

(17,3/) = ((170)7 (374)) or (l‘,y) = ((1,0), (473))'

Now, we discuss the following cases:

(Z) if (x,y) = ((1,0), (374))7 then

Fld(Tz,Ty)|+7=1In[d(T(1),T(0),(T3),T(4))]+T

(@) if (z,y) = ((1,0),(4,3)), then

Fld(Tz,Ty)|+71=1In[d(T(1),T(0),(T4),T(3))]+T

< F[M(z,y)].

Consequently, we have 3d*(z,Tz) < d(z,y) = F [d(Tz,Ty)] + 7 < F [M(z,y)]. Thus
all the assumptions of Theorem 2.2. are satisfied and Bpp(T) = (1,0).
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If « =0 on A, in Theorem 2.2, we obtain the following new result.

Corollary 2.4. Suppose A and B are nonempty closed subset of a complete metric

space X with Ag # @. Let T : A — B satisfy the following assertions:
(i) T (Ao) € By and the pair (A, B) satisfies the weak P-property;
(i) 3d*(z, Tx) < d(w,y) = F [d(Tz,Ty)] + 7 < F [M(z,y)]

Then T has a best prozimity point z* € A such that d (z*,Tz*)=d (A, B).
2.2. a™ (6, ¢)-proximal contraction.

Definition 2.5. The mapping T : A — B is called a Suzuki type a™ (6, ¢)-proximal

contraction, if there exists § € © and ¢ € ® such that
1
(2.11) 5@ (2, T2) < d(z,y) = alz,y) + 0(d(Tz,Ty)) < 6 [0(M(z,y))]

for all z,y € A, where d*(x,Tx) = d(z,Tz) — d(A,B), a: A x A — ]—00,+o0[ and

M(z,y) = {d(ﬁ,y)’ d(x,Tfﬁ)-QFd(y, Ty) d(A, B), d(fv,Ty)-;d(y,Tl‘) _ d(A, B)}

for all x1,T2,Ul, U2 € A.

Theorem 2.6. Suppose A and B are nonempty closed subset of a complete metric space
X with Ag # @. Let T : A — B satisfy (2.11) together with the following assertions:
(i) T (Ao) € By and the pair (A, B) satisfies the weak P-property;
(ii) T is o™ -prozimal admissible;
(iii) there exist elements xo,x1 € A such that d(x1,Txo) = d(A, B) and oo, x1) >
0;
(iv) T is continuous or
(v) A is a-regular, that {x,} is a sequence in A such that o(xn,x) > 0 for all
n € N.

Then T has a unique best proximity point z* € A such that d (z*,Tz*)=d (A, B).
Proof. As in the proof of Theorem 2.2, we can construct a sequence x,1 satisfying
(2.12) d(zp41,Tzn) =d(A,B) and o(zp,Tny1) > 0,Vn € N.

and

1
(2.13) §d* (tn-1,Txn—1) <d(xpn,xn—1) and d(xn,Tps1) >0,Yn € N.

191
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We shall prove that the sequence z, is a Cauchy sequence. Let us first prove that

nli_)rgod(:vn, ZTni1) = 0.

By using the observations we can write

1
§d*(xn,1,T:L‘n) = —d(xp-1,Tx,) — d(A, B)

[d(zn_1,2n) + d(zn, Tan)] — d(A, B)

As in the proof of Theorem 2.2, we obtain
M(zp—1,2y) < max {d(Tn_1,%n),d(Tn, Tni1)} .
As T is a™ (0, ¢)-proximal contraction. Then
0 (d(xn,Tn+1)) <0(d(Txp—1,Txy))
<O(d(Txp—1,Txy)) + a(Tn_1,2n)
@10 (M (zn—1,20))]

¢ [0 (max {d(vp—1,75), d(Tn, Tnt1)})]

IN

IN

Now if max {d(xp—1,%n), d(Tpn, Tnt+1)} = d(xn, Tpt1), then
0 (d(zn, zn+y1)) < ¢ [0 (d(2n, 2p11)]
< 0 (d(xn, Tpt1) -
which is a contradiction. Hence

0 (d(zn, 2ny1)) < @ [0 (d(zn—1,20)]
< ¢* [0 (d(zn-2,7n-1)]
< < 0" [0 (d(zo, 1)) -
Taking the limit as n — oo, we have

1 <0(d (zn, Tp11)) < lim @™ [0(d (w0, x1))] = 1.

n—oo

Since 6 € ©, we obtain

(2.14) lim d(zp,2n+1) =0.

n—oQ
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Next, we shall prove that {z,}, .y is a Cauchy sequence, i.e, lim, ;o d (z5,2m) = 0,
for all n € N. Suppose to the contrary that exists € > 0 and sequences n,) and m,)

of natural numbers such that

(2.15) M) > Nk) > k, d (:Em(k),l‘n(k)) >e, D (xm(k)71,$n(k)) <e.

Using the triangular inequality, we find that,

(216) € S d (-xm(k)axn(k)) S d <~Tm(k)7xn(k)—1) + d (wn(k)—la x?’L(m)
(2.17) <e4d (l’n(k),l, xn(k)> .
Then, by 2.15 and 2.16, it follows that

(2.18) lim d (m(k), n(k)) =E¢&.

k—o00

Using the triangular inequality, we find that,

(2.19) e<d (:Um(k),xn(k>> <d (xm(k),xn(k)ﬂ) +d <$n(k)+1, xn(k>>
and
(2.20) e<d (xm(k>,xn(k)+l> <d (azm<k),xn(k)) +d (a:n(k), :cn(k)+1>

Then, by (2.19) and (2.20), it follows that
2.21 lim d =ec.
(2.21) Jim d (me,ne ) =€

Similarly method, we conclude that

2.22 lim d =e.
(2.22) Jim d (m41,n) =€
Using again the triangular inequality,

(2.23) d (xmmﬂ,xn(k)H) <d (:zm(k>+1,$m(k)) +d (:L‘m(k),l‘n(k)) +d <$”<k)’x"(k>+1) .

On the other hand, using triangular inequality, we have

(2‘24) d (xm(k)’x"(k)) <d ($m(k);xm(k)+1) +d (xm<k)+1’x”(k>+1> +d (x”(k)+1’xn(k)) ’
Letting k — oo in inequality (2.23) and (2.24), we obtain

(2.25) Jim d (2 ng ) =&

Substituting z = T and y = T, N assumption of the theorem, we get,

(2:26) 0/(d (tmey o1 7ngos ) ) <0 (4 (Tomgs Ty, ) ) < 60 (M () .) )]
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and

ATy T, ) + d(@ng s TTng, )
(k)? (k) (k) (k)
M (mm(k>,xn(k)) = max {d(mm(k>,xn(k)), 5 —d(A,B) ¢,

{d(-%'m(k) s Tongy ) + d(@n gy Tomy, ) —d(A B)}
2 9

< max {d(:/vm(k) , an(k))} ,

d(mm(w ; :L“m(k)+1) + d(-l'm(k)—i-h Txm(k)) + d(xn(m ) x"(k)+1) + d(x”(k)“’ Tan)
: —d(A,B) ¢,
{d(l‘m(k> , l'n(k)Jrl) + d(wn(k)Jrl’ Tl'n(k)) + d(l’n(k)7l'm(k)+1) + d(l'm(k)Jrl» TIL‘m) . d(A B)}
2 9y

d(z T 1) +d(x T d(z T 1) +d(z T
:maX{d(xm(k)a$n(k))7 ( LA )2 ( Lk ”(k)+1)7 ( WG )2 ( o) TG

Passing the limit as n — 400, we get

lim M (xm(k),xn(k>> =c

k—o0

Letting Letting k — oo in (2.26), and using (1), (63), (¢3) and Lemma (1.8) we obtain

(i (o)) <o (0 o))
We derive
e <e.

Which is a contradiction. Thus limy, y—00 d (2p, Zr,) = 0, which shows that {x,} is a

Cauchy sequence. Then there exists z € X such that

lim d(zp,z) =0.

n—oo
If (iv) holds, then

lim d(Tz,,Tz)=0.

n—oo

and
d(A,B) = lim d(zp41,Tzy) = d(z,T2),
n—oo
Then T has a best proximity point.

Uniqueness. Now, suppose that z*, u* € A are two distinct best proximity points for T’

such that z* = w*. Since d(z*,T2*) = d(u*,Tu*) = d(A, B), using the P property, we
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conclude that

d(z*,u*) = d(T=*, Tu").
Since T is an a— proximal (§ — ¢)—mapping, we obtain
0 (d(T2",Tu")) < ¢ [0 (d(2",u"))].
Therefore
0 (d(A,B)) < ¢[0(d(A, B))].

Then d(A, B) < d(A, B), which is a contradiction. as required. Next, assume that (v)
holds. Thus a(z,,z) > 0. As in the proof of Theorem ( 2.2 ), we can deduce there is a
subsequence a subsequence {z,, } of {z,} such that

1
§d* (@ny, Trp,) < d(2n,,2) and a(xy,,,z) >0

for all k € N. By (2.11) we get
0(d (Txp,,T2)) <0(d(Tzp,,Tz2)) + a(xn,, 2)

< @0 (M (zny, 2))]
<O (M (zp,,2)).
0 is increasing, we get
d(Txp,,Tz) < M (zp,,2),
which implies
(2.27) lim M(zy, 2) < Q0 Trn) + A B)

k—o0 2

Further
d(z,Tz) < d(z,2n,, ) + d(Tny, Ton,) + d(T2y,, T2)
< d(z,xn,,,) +d(A,B) +d(Txy,,,Tz).
which gives
(2.28) d(z,Tz) —d(z,2n,,,) — d(A, B) < d(Twzy,,Tz)
As k — oo in (2.28) we deduce

(2.29) d(z,Tz) —d(A,B) < lim d(Tzy,,Tz)

k—o0
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Therefore from (2.27), (2.28), and (2.29)

(2.30) d(z,Tz) — d(4, B) < lim d(Twn,,Tz)
—00
(2.31) < lim M(zp,2)
k—o0
(2.52) ’ d(z,xnk+1)2+ d(A, B).

Now, if d(z,Tz)-d(A, B) > 0, then we get

d(z,Tz) — d(A, B)
5 ;

d(z,Tz) —d(A, B) <
a contradiction. Hence, d(z,Tz) = d(A, B) as desired. O

g

Definition 2.7. [2] The mapping T': A — B is called a Suzuki type a*(6)-proximal
contraction, if where a: A X A — |—00, +00[, if there exists § € © and k € |0, 1] such

that
(2.33) %d*(LTﬂc) < d(x,y) = a(x,y) + 0(d(Tx, Ty)) < [0(M(z,y)))*

for all z,y € A, where d*(z,Tx) = d(z,Tz) — d(A,B), a: A x A — |—00,+o0[ and

d(z,Tx) + d(y, Ty) d(z,Ty) + d(y, Tx)
5 5 —d(A, B)}

—d(A, B),

M) = { o)

for all 1, x0,u1,us € A.
If ¢(t) = t*, in Theorem 2.6, we obtain the following new result.

Corollary 2.8. [2] Suppose A and B are nonempty closed subset of a complete metric
space X with Ay # @. Let T : A — B satisfy (2.11) together with the following
assertions:

(i) T (Ao) € By and the pair (A, B) satisfies the weak P-property;

(i) T is o™ -prozimal admissible;

(iii) there exist elements xo,x1 € A such that d(x1,Txo) = d(A, B) and oz, x1) >

0;
(iv) T is continuous or
(v) A is a-regular, that {x,} is a sequence in A such that o(xn,x) > 0 for all

n € N.

Then T has a unique best proximity point z* € A such that d (z*,Tz*)=d (A, B).
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If « =0 on A, in Theorem 2.6, we obtain the following new result.

Corollary 2.9. Suppose A and B are nonempty closed subset of a complete metric

space X with Ag # @. Let T : A — B satisfy the following assertions:

(i) T (Ap) € By and the pair (A, B) satisfies the weak P-property;
(i) gd*(z,Tx) < d(z,y) = 0[d(Tz, Ty)] < ¢ [0(M(z,y))]

Then T has a best prozimity point z* € A such that d (2*,Tz*)=d (A, B).
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