Analysis of Academic Hardiness Factors Affecting Student Emotional Exhaustion in Malang Using Logit and Probit Models
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Abstract

The prevalence of emotional exhaustion as an indication of academic burnout among students during online learning is very high. Responding to the issues and neglect of studies on academic burnout, it is necessary to analyze the factors of academic hardness among students in Malang City regarding emotional exhaustion. The ordinal probit regression model yields the best fit with 120 samples in analyzing the factors of academic hardness on emotional exhaustion due to its smaller AIC value. Significant factors affecting emotional exhaustion are commitment to academic tasks \(X_1\), control over struggle \(X_3\), and control individual difficulties \(X_4\). The ordinal probit regression model obtained is

\[
Z_1 = -1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4 \quad \text{and} \quad Z_2 = 0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4.
\]

The marginal effect states that for every one-unit change in the ratio \(X_1\) will increase students low emotional exhaustion by 0.016, and decrease students moderate emotional exhaustion by 0.044, and high emotional exhaustion by 0.060. Every one-unit change in the ratio \(X_3\) will decrease students low emotional exhaustion by 0.018, and increase students moderate emotional exhaustion by 0.049, and high emotional exhaustion by 0.067. Every one-unit change in the ratio \(X_4\) will increase students low emotional exhaustion by 0.025, and decrease students moderate emotional exhaustion by 0.070, and high emotional exhaustion by 0.095.
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1. INTRODUCTION

Existing regression analysis is used among academics to see the effect of the predictor variable \((X)\) on the response variable \((Y)\), namely linear regression analysis. However, linear regression analysis is not appropriate when the response variable is categorical. The reason is that the assumption of homoscedasticity will be violated if using linear regression analysis, in which the response variable is measured on a continuous scale [8]. Therefore, one of the analyzes used...
when the response variable is categorical is logistic regression analysis. When viewed from the
portrait of the response variables, logistic regression is divided into binary logistic regression,
multinomial logistic regression, and ordinal logistic regression. The ordinal logistic regression
model is also called the cumulative logit model.

Conversely, categorical-type response variables can be analyzed using the probit
regression, complementary log-log, chaucit, and negative log-log regression methods [1]. This
method is adjusted to the distribution of the analyzed data. Logit is used for most of the data
distribution, probit is used for normal data distribution, complementary log-log is used for data
that tends to be of high value, negative log-log is used for data that tends to be of low value, while
chaucht is used if the latent variable is of extreme value.

Several pieces of research related to the application of ordinal logistic regression include
research related to the application of ordinal logistic regression to the determinants of the
academic stress level of STIS level I students [30] and research to determine the factors that
influence the stress level of students in completing the thesis [13]. On the other hand, research
related to comparative regression methods in resolving data with categorical type response
variables has also been carried out, including logit, probit, and complementary log-log modelling
on female labour force participation in the economy in East Kalimantan in 2019 [33], analysis of
the factors that affect the human development index (IPM) using ordinal logistic regression and
ordinal probit regression methods [26]. Unfortunately, these studies did not fully examine the
separation of parameter estimators through the MLE approach in each method used. For example,
suppose the probit, complementary log-log, chaucit, and negative log-log regression method with
the MLE approach that results in non-convergence are applied. In that case, it can lead to an
underestimate in one of the events so that the resulting coefficient will be biased.

Data analysis with categorical type variables is often used in social problems. For example,
a social phenomenon still hotly discussed in the world, especially in Indonesia, is the spread of
the coronavirus variant, which impacts education. In addition, the impact of online learning has
created obstacles that result in students not understanding the lesson well, causing academic
pressure, frustration, and stress which were included in the phenomenon of academic burnout
[27]. The essence of academic burnout refers to stress, psychological factors caused by emotional
exhaustion, depersonalization, and feelings of low personal achievement [35]. On the other,
exhaustion in some phenomena is strongly influenced by cognitive exhaustion, physical
exhaustion, and emotional exhaustion [6]. In line with this, emotional exhaustion is the most vital
factor affecting academic burnout.

The phenomenon of academic burnout marked by academic stress is following research on
204 FISIP students at Mulawarman University, which showed 33.9% of students experienced
high academic stress, 39.2% experienced moderate academic stress, 21.5% experienced low
academic stress, and 5.4% experienced very low academic stress [23]. These results reflect that
academic burnout has become a trend in the world of education amid the limitations of the
learning system during the Covid-19 pandemic. The higher the academic burnout, the worse a
person deals with academic problems [29]. If academic burnout continues, there will be a decline
in student achievement and abilities.

The government is still negligent in responding to the psychological condition of students,
primarily academic burnout. Several types of research in overcoming academic burnout during
the Covid-19 pandemic include parental strategies to prevent academic burnout [2] and the effect
of social support in predicting academic burnout in students [24]. The solutions offered tend to
come from outside the individual. Academic hardiness as an internal intervention reduces stress
levels for final-year students in doing a thesis [23]. This phenomenon is the basis of the
importance of studying the influence of academic hardiness on emotional exhaustion as a factor
that significantly influences academic burnout.
It is responding to the problems and neglect of studies on academic burnout, so necessary to analyze the factors of academic hardiness of students in Malang City on emotional exhaustion as the highest indication of individuals experiencing academic burnout. The analysis will be studied using logistic and probit regression methods because it has the appropriate data distribution criteria. Moreover, the accuracy of parameter estimation in formulating the best model is a highly considered study for a further selection of the best model. The objectives achieved through this research are: (1) Identifying academic hardiness factors that affect students' emotional exhaustion in Malang City; and (2) Knowing the influence model of academic hardiness factors in reducing students’ emotional exhaustion level in Malang City.

2. METHODOLOGY

This type of research is correlational quantitative to model the relationship obtained from the study of the phenomenon of emotional exhaustion. This study uses primary data from research subjects, namely students studying in Malang City from Universitas Negeri Malang, Universitas Brawijaya, UIN Maulana Malik Ibrahim, and Universitas Muhammadiyah Malang, with a total of 120 students observing. The sampling technique used in this research is non-probability sampling with purposive sampling. Purposive sampling is a method based on specific criteria so that the data taken is more representative.

The instrument used in this study was a questionnaire to measure students' emotional exhaustion and academic hardiness. The response variable in this study was exhaustion exhaustion (Y) which adopted the Maslach Burnout Inventory: Students Survey (MBI-SS) diagnostic measure. The author categorizes academic burnout low, medium, and high, respectively, with the labels "1", "2", and "3". While the predictor variables in this study were the academic hardiness scale consisting of X1 (commitment to coursework), X2 (commitment to priority setting), X3 (control over the struggle), X4 (management facing difficulties), X5 (self-adjustment), and X6 (course challenges). The data analysis techniques used are described as follows:

2.1 Descriptive Analysis

Descriptive analysis was conducted to see the general description of the data on the characteristics of academic burnout and the variables to be analyzed using ordinal logistic regression. The representation of descriptive analysis is done by displaying a table.

2.2 Multicollinearity Test

The multicollinearity test is part of the classical assumption test to determine the intercorrelation between independent variables. A good regression model is characterized by the absence of intercorrelation between independent variables (no multicollinearity symptoms occur). One of the most credible ways to detect multicollinearity symptoms is using the tolerance and VIF (variance inflation factor) methods. The hypotheses used are:

- \( H_0 \): the independent variable is multicollinearity (VIF \( \leq 10 \)) or (tolerance \( < 0.10 \)).
- \( H_1 \): the independent variable is not multicollinearity (VIF \( \geq 10 \)) or (tolerance \( > 0.10 \)).

2.3 Ordinal Logistic Regression

The ordinal logistic regression model is also called the cumulative logit model. The response to the cumulative logit model is in the form of stratified data with \( J \) categories of response variables. In the cumulative logit model, if there are \( J \) categories of response
variables, then \( J - 1 \) cumulative logit models will be obtained. If \( Y \) is an ordinal scale response variable then based on [1] the cumulative probability, namely \( P(Y \leq j | x_i) \) is represented as follows:

\[
P(Y \leq j | x_i) = \frac{e^{(\alpha_j + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_j + \sum_{k=1}^{m} \beta_k x_{ik})}}
\] (2.1)

The logit model formed is as follows:

\[
logit[P(Y \leq j | x_i)] = \ln\left(\frac{P(Y \leq j | x_i)}{1-P(Y \leq j | x_i)}\right) = \ln[e^{\alpha_j + \sum_{k=1}^{m} \beta_k x_{ik}}] = \alpha_j + \sum_{k=1}^{m} \beta_k x_{ik}
\] (2.2)

The opportunities for each response category with three categories in this study are as follows:

\[
p_1(x_i) = P(Y \leq 1 | x_i) = \frac{e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}
\]

\[
p_2(x_i) = P(Y \leq 2 | x_i) - P(Y \leq 1 | x_i) = \frac{e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} - \frac{e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}
\] (2.3)

\[
p_3(x_i) = P(Y \leq 3 | x_i) - P(Y \leq 2 | x_i) = \frac{e^{(\alpha_3 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_3 + \sum_{k=1}^{m} \beta_k x_{ik})}} - \frac{e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}}
\]

with \( p \) as probability, \( j = 1,2,3,...,J \) as response variable category, \( k = 1,2,3,...m \) as predictor variable, \( x_{ik} \) as ith observation value with \( i = 1,2,3... \ N \) of each predictor variable, \( \alpha_j \) is the intercept parameter, \( \beta_k \) is the regression coefficient or slope parameter.

The method used to interpret the logistic regression parameters of categorical variables is by calculating the odds ratio (OR) [5]. The odds ratio for the predictor variable is defined as the relative amount in which the probability of an outcome increases (opportunity ratio > 1) or (opportunity ratio < 1) decreases when the predictor variable value increases by 1 unit [18]. The odds ratio in the \( Y \leq j \) category as a comparison of \( x_i = 1 \) and \( x_i = 0 \) are:

\[
OR = \frac{(p_{j>1})/(p_{j=1})}{(p_{j=0})/(p_{j>0})} = \frac{e^{(\alpha_j + \beta_i)}}{e^{(\alpha_j)}} = e^{(\text{coefficients of predictor variables})}
\] (2.4)

In connection with the above, the value of the odds ratio can also be expressed by \( e^{(\text{coefficients of predictor variables})} \) [18].

### 2.4 Ordinal Probit Regression

Ordinal probit regression is one of the methods used to explain the relationship between response variables of ordinal type and predictor variables in the form of discrete, continuous variables or a combination of the two. Probit regression is a regression method that deals with probability units. Probit regression is often known as the Normit model (normal probability unit), based on the standard cumulative normal probability distribution function. The probit regression modelling is represented as follows [16].

\[
Y^* = x^T \beta + \varepsilon
\] (2.5)

According to the above formula, \( Y^* \) : discrete response variable, \( \beta \): coefficient parameter vector with \( \beta = [\beta_1 \ \beta_2 \ ... \ \beta_p]^T \), \( x \): independent variable vector with \( x = [X_1 \ X_2 \ ... \ X_p]^T \), and \( \varepsilon \): error assumed to be distributed \( N(0, \sigma^2) \).
Equation (2.5) is transformed into the form \( Z = \frac{y^* - x^T \beta}{\sigma} \), in this case, \( Z \sim N(0, 1) \) then \( Y^* \) is categorized in an ordinal way. This categorization is that \( Y^* \leq \gamma_1 \) is categorized by \( Y = 1 \), \( \gamma_1 \leq Y^* \leq \gamma_2 \) is categorized by \( Y = 2 \), while \( \gamma_j-1 \leq Y^* \leq \gamma_j \) is categorized by \( Y = j \), so that the ordinal probit regression model is obtained with \( Y = 1 \) for the lowest category and \( Y = j \) for the highest category and \( \phi(Z) \) as cumulative distribution function of normal distribution, namely:

\[
P(Y = 1) = P(z \leq \alpha_1 - x_i \beta) = \Phi(\alpha_1 - x_i \beta)
\]
\[
P(Y = 2) = P(\alpha_2 - x_i \beta \leq z \leq \alpha_1 - x_i \beta) = \Phi(\alpha_2 - x_i \beta) - \Phi(\alpha_1 - x_i \beta)
\]
\[
P(Y = 3) = 1 - P(z \leq \alpha_2 - x_i \beta) = 1 - \Phi(\alpha_2 - x_i \beta)
\]

The interpretation of the ordinal probit regression model uses marginal effects [16]. Marginal effect is defined as the magnitude of the effect of each predictor variable which is significant to the probability of each category of response variables. The marginal effects expressing the magnitude of the influence of the independent variables on \( P(Y = 1) \), \( P(Y = 2) \), \( P(Y = 3) \) are stated below.

\[
\frac{\partial P(Y=1)}{\partial x_1} = -[\phi(\alpha_1 - x_i \beta)] \beta
\]
\[
\frac{\partial P(Y=2)}{\partial x_1} = [\phi(\alpha_1 - x_i \beta) - \phi(\alpha_2 - x_i \beta)] \beta
\]
\[
\frac{\partial P(Y=3)}{\partial x_1} = [\phi(\alpha_2 - x_i \beta)] \beta
\]

where \( Y: \text{response variable}, \ \alpha_j: \text{as intercept parameter}, \ \beta: k \times 1 \text{ vector of estimated parameters}, \ x_i: 1 \times k \text{ vector of independent variables}, \) and \( \varepsilon: \text{error} \) which is assumed to have a standard normal distribution \( N(0, \sigma^2) \).

2.5 Parameter Estimation

The logistic model and probit model is non-linear, so the most popular approach is maximum likelihood estimation (MLE) [18]. The first thing to do is define the likelihood function and carry out a transformation process that forms the log-likelihood function \( l(\beta) \) [17].

The likelihood function \( L(\beta) \) to form an ordinal logistic model is formed as follows:

\[
L(\beta) = \prod_{i=1}^{120} \left\{ \left( \frac{e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right)^{Y_{1i}} \left( \frac{e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right)^{Y_{2i}} \left( \frac{1}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right)^{Y_{3i}} \right\}
\]

The log-likelihood function \( l(\beta) \) in ordinal logistic regression is as follows:

\[
l(\beta) = \ln[L(\beta)] = \sum_{i=1}^{120} \left\{ Y_{1i} \ln \left[ \frac{e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_1 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right] + Y_{2i} \ln \left[ \frac{e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right] - \ln \left[ \frac{1}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right] + Y_{3i} \ln \left[ \frac{1}{1 + e^{(\alpha_2 + \sum_{k=1}^{m} \beta_k x_{ik})}} \right] \right\}
\]

(2.9)
where $\alpha_j$ and $\beta_k$ are the parameters to be estimated, $y_{ij}$ is the response to the $i$th observation in the $j$th category, $x_i$ is the value of the $i$th observation, and $p_j$ is the probability of the $j$th response variable category. The estimated value can be found by differentiating the log-likelihood function $l(\beta)$ against $\beta$ and equalizing it to zero as follows:

$$
\frac{\partial l(\beta)}{\partial \beta} = \sum_{i=1}^{120} \left[ \frac{y_{ij} \Phi(\alpha_j - x_i \beta)}{\Phi(\alpha_j - x_i \beta)} \right] = 0
$$

The likelihood function $L(\beta)$ to form an ordinal probit model is formed as follows:

$$
L(\beta) = \prod_{j=1}^{10} \left( \Phi(\alpha_j - x_i \beta) \right)^{y_{ij}} (1 - \Phi(\alpha_j - x_i \beta))^{1-y_{ij}}
$$

The log-likelihood function $l(\beta)$ in ordinal probit regression is as follows:

$$
l(\beta) = \ln[L(\beta)] = \sum_{i=1}^{120} \left[ y_{ij} \ln[\Phi(\alpha_j - x_i \beta)] + y_{2i} \ln[\Phi(\alpha_j - x_i \beta)] + y_{3i} \ln[1 - \Phi(\alpha_j - x_i \beta)] \right]
$$

where $\alpha_j$ and $\beta_k$ are the parameters to be estimated, $y_{ij}$ is the response to the $i$th observation in the $j$th category, and $x_i$ is the value of the $i$th observation. The estimated value can be found by differentiating the log-likelihood function $l(\beta)$ against $\beta$ and equalizing it to zero as follows:

$$
\frac{\partial l(\beta)}{\partial \beta} = \sum_{i=1}^{120} \left[ \frac{y_{ij} \Phi'(\alpha_j - x_i \beta)}{\Phi(\alpha_j - x_i \beta)} \right] x_i = 0
$$

The estimated value can be found by differentiating the log-likelihood function $l(\beta)$ against $\beta$ and equating it to zero. The results of partial differentiation from the above equation are non-linear and difficult to solve manually, so the Newton-Raphson iteration method is used in solving parameter estimates by finding the maximum estimate of each parameter. The Newton-Raphson method is more secure than other methods, so it is more effective [15]. Based on [11], the equations of the Newton-Raphson method in obtaining parameter estimates are:

$$
\hat{\beta}^{s+1} = \hat{\beta}^s - [H^s]^{-1} g^s
$$

Based on the above formula, $s$ is the number of iterations, $[H^s]^{-1}$ is the diversification matrix, $H^s$ is defined as the 2nd partial differentiation matrix of the log-likelihood function of the parameter and $g^s$ as the first partial derivative matrix of the log-likelihood function of the parameter. These matrices are described as follows:

$$
H^s = \frac{\partial^2 l(\beta)}{\partial \beta_j \partial \beta_k} = X^t V^s X
$$

$$
g^s = \frac{\partial l(\beta)}{\partial \beta_k} = X^t (Y - \pi^s)
$$

The Newton-Raphson iteration process consists of determining the initial value of the parameter estimator ($\hat{\beta}^1$), forming an $X$ matrix of size $n (p + 1)$ and a $Y$ matrix of size $n * 1$, determining the regression model, defining the matrix $V^s$, substitute the matrices $H^s$ and $g^s$
where \( \pi^\beta \) is \( n \times 1 \) in the equation \( \hat{\beta}^{s-1} = \hat{\beta}^s - [H^S]^{-1}g^S \). If the value of \( \beta^{s-1} \) is known, then calculate \( \beta^{s-1} - \beta^s \) and if \( \hat{\beta}^{s-1} - \beta^s < \varepsilon = 1 \times 10^{-6} \) then \( \beta^{s-1} \) is parameter estimation results and iterations are carried out until the value of \( \beta \) becomes convergent, the convergence limit in this case is \( |\hat{\beta}^{s-1} - \beta^s| < \varepsilon \) [3].

2.6 Model Significance Test with Model Fitting Information

The significance test of the model is used to compare whether the model is better with independent variables or without independent variables [21]. Significance is jointly carried out by reviewing the value of -2 log-likelihood or G statistic. The hypotheses to be tested are \( H_1: \beta_1 = \beta_2 = \cdots = \beta_p = 0 \) and \( H_0: \) at least there is one \( \beta_p \neq 0 \).

2.7 Simultaneous Parameter Estimator Test

The process of knowing whether the estimated predictor variable parameters obtained have a significant effect on the model or not can be done through the parameter significance test of the predictor variables. The parameter significance test consists of a simultaneous model parameter significance test and a partial model significance test. The simultaneous test of the significance of the model parameters was carried out with the likelihood ratio test [18]. This test is carried out with the following formula:

\[
G = -2 \ln \left( \frac{n^{n_1 / n} \cdot (n-j-1)^{n_{j-1}} \cdot \ldots \cdot (n_1)^{n_2} \cdot (n)^{n_1}}{\prod_{i=1}^{n} [p_i(x_{ij})^{y_{ij}} \cdot \ldots \cdot p_j(x_{ij})^{y_{ij}}]} \right)
\]

(2.17)

Where \( n_1 = \sum_{i=1}^{n} y_{1i}; \) \( n_2 = \sum_{i=1}^{n} y_{2i}; \) \( n_j = \sum_{i=1}^{n} y_{ji}; \) and \( n = n_1 + n_1 + n_j \). \( y_{ij} \) is the response to the \( i \)th observation in the \( j \)th category, \( x_i \) is the value of the \( i \)th observation, and \( p_j \) is the probability of the \( j \)th response variable category. The hypotheses of this test are:

- \( H_0: \beta_1 = \beta_2 = \cdots = \beta_p = 0 \)
- \( H_1: \) there is at least one \( \beta_p \neq 0 \).

The test criteria are taking \( \alpha = 0.05 \), \( H_0 \) is rejected if \( G > \chi^2(\alpha;v) \) where \( v \) is the number of predictor variables or the \( p - value < \alpha \). This means that there is at least one predictor variable that influences the response variable.

2.8 Partial Parameter Estimator Test

The partial significance test of the model was carried out to determine the significance of the predictor variables to the model using the Wald Test [18]. The hypotheses used are:

- \( H_0: \beta_j = 0 \) with \( k = 1,2,\ldots,r \) (the parameters for the \( k \) predictor variable are not significant)
- \( H_1: \beta_j \neq 0 \) with \( k = 1,2,\ldots,r \) (parameters for the significant \( k \) predictor variable)

The test statistics used in the partial test are:
\[ W^2 = \left( \frac{\hat{\beta}_i}{SE(\hat{\beta}_i)} \right)^2 \sim X^2_{(a,1)} \]  

(2.18)

\[ \hat{\beta}_i \] is the parameter estimate of \( \beta_i \) while \( SE(\hat{\beta}_i) \) is the standard error of the parameter estimate of \( \beta_i \). The test criteria take the significance level, then \( H_0 \) is rejected if \( W^2 > X^2_{(a,1)} \) or \( p\text{-value} < \alpha \), then the \( k \)-th predictor variable affects the response variable.

### 2.9 Model Feasibility Test (Goodness of Fit Test)

The feasibility test of the model is carried out using Deviance test and Pearson test statistics to find out whether the model is feasible to use or not [12]. The hypotheses used are \( H_0 \): the model fits the data and \( H_1 \): the model does not fit the data. The Deviance test formula is represented as follows:

\[ D = 2 \sum_{k=1}^{g} \sum_{j=1}^{m} Y_{kj} \ln \left( \frac{Y_{kj}}{n \hat{p}_j(X_k)} \right) \]  

(2.19)

and the Pearson test formula is represented as follows:

\[ P = \sum_{k=1}^{g} \sum_{j=1}^{m} \left( \frac{Y_{kj} - \hat{p}_j(X_k)}{\hat{p}_j(X_k)} \right)^2 \]  

(2.20)

With the following information:

- \( \hat{p}_j(X_k) \): the probability of occurrence of the \( j \) response variable
- \( Y_{kj} \): observation of the \( j \) response variable

The decision criteria taken are \( H_0 \) rejected if \( D_{\text{count}} > X^2_{a,df} \) or \( p\text{-value} < \alpha \) then the model does not match the data, so the model is not suitable for use.

### 2.10 Akaike’s Information Criterion (AIC)

Akaike found a relationship between maximum likelihood (statistical analysis) and Kullback-Leibler divergence (information theory), thus defining the criteria for selecting a model known as Akaike’s Information Criterion (AIC) [28]. Selection of the best model based on AIC criteria by choosing the model with the smallest AIC value. The AIC formula is described as follows:

\[ AIC(P^*) = -\frac{2 \ln L(P^*)}{N} + \frac{2p^*}{N} \]  

(2.21)

Where \( L(P^*) \) is the maximum likelihood value containing \( p^* \) predictor variables, \( p^* \) is the number of parameters \( \beta \) with \( p^* = 0, 1, 2, \ldots, r \) and \( N \) is the number of samples.

### 2.11 Apparent Error Rate (APER)

The formula used in calculating the APER value is described as follows:

\[ APER = \frac{\text{The number of misclassified samples}}{\text{The total number of samples}} \times 100\% \]  

(2.22)

The model's classification accuracy value is determined by subtracting 100% from the APER value. The smaller APER value shows the classification accuracy [25].
3. RESULT AND DISCUSSION

The data in this study was obtained from 120 student respondents from Universitas Negeri Malang, Universitas Brawijaya, UIN Maulana Malik Ibrahim, and Universitas Muhammadiyah Malang. The descriptive analysis contains each predictor variable’s minimum, maximum, average, and standard deviation values. Based on analysis carried out using SPSS, the percentage of respondents experiencing low emotional exhaustion was 7.5%, moderate emotional exhaustion was 44.2%, and high emotional exhaustion was 48.3%. It can be seen that students tend to experience a high category of emotional exhaustion. In line with this, it is necessary to study the factors that influence reducing emotional exhaustion, in this case namely academic hardiness.

Descriptive analysis of the predictor variables is described as follows.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>6.380</td>
<td>18.276</td>
<td>13.47569</td>
<td>2.925702</td>
</tr>
<tr>
<td>X2</td>
<td>7.011</td>
<td>18.370</td>
<td>13.70535</td>
<td>2.709953</td>
</tr>
<tr>
<td>X3</td>
<td>5.080</td>
<td>14.763</td>
<td>10.38189</td>
<td>2.147708</td>
</tr>
<tr>
<td>X4</td>
<td>3.914</td>
<td>13.263</td>
<td>8.87365</td>
<td>2.138864</td>
</tr>
<tr>
<td>X5</td>
<td>3.961</td>
<td>14.629</td>
<td>10.15864</td>
<td>2.320572</td>
</tr>
<tr>
<td>X6</td>
<td>3.917</td>
<td>13.742</td>
<td>9.34838</td>
<td>2.350693</td>
</tr>
</tbody>
</table>

Individuals with academic hardiness are willing to be involved in achieving challenging achievements, establish a strong commitment to the academic process, and have control over the process carried out [7]. On the other hand, it is known that the data is normally distributed with no trend in the values of one of the response variables so that the data analysis models that can be used are the ordinal logistic regression model and ordinal probit regression.

3.1 Multicollinearity Test

<table>
<thead>
<tr>
<th>Model (Constant)</th>
<th>VIF</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1.686</td>
<td>0.593</td>
</tr>
<tr>
<td>X2</td>
<td>1.585</td>
<td>0.631</td>
</tr>
<tr>
<td>X3</td>
<td>1.286</td>
<td>0.778</td>
</tr>
<tr>
<td>X4</td>
<td>1.999</td>
<td>0.500</td>
</tr>
<tr>
<td>X5</td>
<td>2.025</td>
<td>0.494</td>
</tr>
<tr>
<td>X6</td>
<td>1.236</td>
<td>0.809</td>
</tr>
</tbody>
</table>

Based on Table 2 the VIF value < 10 and the tolerance value > 0.10. The results indicate that the decision taken is to reject $H_0$ and accept $H_1$ so there are no multicollinearity symptoms.

3.2 Parameter Estimation

Parameter estimation in this study uses the maximum likelihood estimation (MLE) method. The parameter estimation results in the complementary log-log, negative log-log, and chaucit models do not converge in the 8th iteration. The results indicate an imperfect separation in the model, so it is prone to bias [3]. On the other hand, parameter estimation using logit and probit models converges on the 7th and 6th iterations, respectively. The results of the estimation of the
parameters of the independent variable on the dependent variable of emotional exhaustion are described as follows.

**Table 3.3 Parameter Estimation Results**

<table>
<thead>
<tr>
<th></th>
<th>Logit Model</th>
<th>Probit Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>Estimate</td>
<td></td>
</tr>
<tr>
<td>-2 Log Likelihood</td>
<td>-1.764</td>
<td>-1.028</td>
</tr>
<tr>
<td>[Y=1]</td>
<td>1.171</td>
<td>0.686</td>
</tr>
<tr>
<td>[Y=2]</td>
<td>-0.258</td>
<td>-0.153</td>
</tr>
<tr>
<td>X1</td>
<td>0.140</td>
<td>0.091</td>
</tr>
<tr>
<td>X2</td>
<td>0.290</td>
<td>0.171</td>
</tr>
<tr>
<td>X3</td>
<td>-0.367</td>
<td>-0.239</td>
</tr>
<tr>
<td>X4</td>
<td>0.193</td>
<td>0.126</td>
</tr>
<tr>
<td>X5</td>
<td>0.092</td>
<td>0.052</td>
</tr>
<tr>
<td>X6</td>
<td>-1.764</td>
<td>-1.028</td>
</tr>
</tbody>
</table>

The initial ordinal logistic regression model is formed as follows:

a. \( \text{Logit}[P(Y_{1} \leq 1 | X_{1})] = -1.764 - 0.258X_{1} + 0.140X_{2} + 0.290X_{3} - 0.367X_{4} + 0.193X_{5} + 0.092X_{6} \)

b. \( \text{Logit}[P(Y_{1} \leq 2 | X_{1})] = 1.171 - 0.258X_{1} + 0.140X_{2} + 0.290X_{3} - 0.367X_{4} + 0.193X_{5} + 0.092X_{6} \)

The initial ordinal probit regression model is formed as follows:

a. \( Z_{1} = -1.028 - 0.153X_{1} + 0.091X_{2} + 0.171X_{3} - 0.239X_{4} + 0.126X_{5} + 0.052X_{6} \)

b. \( Z_{2} = 0.686 - 0.153X_{1} + 0.091X_{2} + 0.171X_{3} - 0.239X_{4} + 0.126X_{5} + 0.052X_{6} \)

### 3.3 Model Significance Test with Model Fitting Information

**Table 3.4 Model fitting information (Logit Model)**

<table>
<thead>
<tr>
<th>Model</th>
<th>2 log-likelihood</th>
<th>Chi-Square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept Only Final</td>
<td>292.370</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td>279.127</td>
<td>13.242</td>
<td>6</td>
<td>0.039</td>
</tr>
</tbody>
</table>

**Table 3.5 Model fitting information (Probit Model)**

<table>
<thead>
<tr>
<th>Model</th>
<th>2 log-likelihood</th>
<th>Chi-Square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept Only Final</td>
<td>292.370</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td>278.693</td>
<td>13.677</td>
<td>6</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Based on the results of the model significance test on the dependent variable of emotional exhaustion, it is known that the -2 log-likelihood value of the model without independent variables is 292.370 while the -2 log-likelihood value of the model with the independent variable is 279.127 and the G statistic value is 13.242. On the other hand, the result of the -2 log-likelihood of the
probit model with the independent variable is 278.693 and the G statistic value is 13.677. Therefore, the test criteria were carried out by taking the significance level \( \alpha = 0.05 \) from the chi-square distribution table, it was obtained \( X^2_{0.05;6} = 12.59 \), while the G statistic value of the logit model was 13.242 (>12.59) and the G statistic value of the probit model is 13.677 (>12.59), therefore, rejecting \( H_0 \) implies that the model is significant.

### 3.4 Test the Significance of the Model with the Wald Test

The results of the Wald test can be seen in the following table.

<table>
<thead>
<tr>
<th>Model Logit</th>
<th>Model Probit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>Wald</td>
</tr>
<tr>
<td>( X_1 )</td>
<td>-0.258</td>
</tr>
<tr>
<td>( X_2 )</td>
<td>0.140</td>
</tr>
<tr>
<td>( X_3 )</td>
<td>0.290</td>
</tr>
<tr>
<td>( X_4 )</td>
<td>-0.367</td>
</tr>
<tr>
<td>( X_5 )</td>
<td>0.193</td>
</tr>
<tr>
<td>( X_6 )</td>
<td>0.092</td>
</tr>
</tbody>
</table>

The results of separate significance tests in the logit and probit models on the dependent variable emotional exhaustion illustrate that \( X_1 \), \( X_3 \), and \( X_4 \) significantly affect the level of emotional exhaustion of students studying in Malang City. The variables \( X_2 \), \( X_5 \), and \( X_6 \) have no significant effect on the level of emotional exhaustion. Variables declared insignificant will be removed from the model and a new logistic regression equation will be formed. The new ordinal logistic regression model is obtained as follows.

\[
\text{Logit} \left[ P(Y_i \leq 1|X_i) \right] = -1.764 - 0.258X_1 + 0.290X_3 - 0.367X_4 \\
\text{Logit} \left[ P(Y_i \leq 2|X_i) \right] = 1.171 - 0.258X_1 + 0.290X_3 - 0.367X_4
\]

Based on the Wald test results, the variables that have a significant effect on emotional exhaustion consist of \( X_1 \) (commitment to coursework), \( X_3 \) (control over the struggle), and \( X_4 \) (control in facing difficulties). The new ordinal probit model is formed as follows.

\[
Z_1 = -1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4 \\
Z_2 = 0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4
\]

### 3.5 The Goodness of Fit Test

| Table 3.7 The Goodness of Fit Test Results |
|-----------------|-----------------|
| Model Logit     | Model Probit    |
| Chi-Square      | df   | Sig.   | Chi-Square | df   | Sig.   |
| Pearson         | 201.398 | 232 | 0.927 | 195.905 | 232 | 0.959 |
| Deviance        | 196.427 | 232 | 0.957 | 194.858 | 232 | 0.964 |

The goodness of fit test results on the logit model contain the Pearson P value (201.398) < \( \chi^2_{0.05;232} (268.5) \), the Deviance D value (196.427) < \( \chi^2_{0.05;232} (268.5) \) and the significance value is greater than \( \alpha = 0.05 \). The goodness of fit test results on the probit model contain the Pearson P value (195.905) < \( \chi^2_{0.05;232} (268.5) \), the Deviance D value (194.858) <
The decision taken is to fail to reject $H_0$ and reject $H_1$, meaning that the ordinal logit regression and the ordinal probit regression model obtained is suitable for use.

3.6 Akaike's Information Criterion (AIC)

The Akaike's Information Criterion (AIC) value for the ordinal logistic regression model is 212.427, while the AIC value for the ordinal probit regression model is 210.858. Based on these results, the best model used is ordinal probit regression.

3.7 Classification Accuracy Test

The evaluation process to determine the classification accuracy predicted by ordinal logit regression and ordinal probit regression was carried out using the Apparent Error Rate (APER) explained as follows.

<table>
<thead>
<tr>
<th>Table 3.8 Apparent error rate (APER) Logit Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observation</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.9 Apparent error rate (APER) Probit Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observation</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
</tr>
</tbody>
</table>

Based on the classification accuracy table, the APER value obtained is 0%, so the classification accuracy value in the probit model is $(1 - APER) \times 100\% = 100\%$. The accuracy of the classification states that the logit and probit models are very suitable for use.

3.8 Model Interpretation: Marginal Effects of Ordinal Probit Regression

The final ordinal probit regression model is known as follows:

$$Z_1 = -1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4$$
$$Z_2 = 0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4$$

The variables that have a significant influence, namely $X_1$ (commitment to coursework), $X_3$ (control over the struggle), and $X_4$ (controlling facing difficulties) is the part of academic hardiness that is most influential in overcoming emotional exhaustion. This is in accordance with research that emotional exhaustion is the highest indication of academic burnout \[22\]. This is consistent with the fact that hardiness makes individuals choose good strategies and be able to survive in difficult situations (self-control) \[4\] as well as viewing academic demands as
challenging (commitment to tasks) and difficulties are not a threat (difficulty control) [37]. Interpretation of ordinal probit regression results is carried out through calculating marginal effect values. The marginal effect value of $X_1$ (commitment to coursework) on emotional exhaustion with $X_1 = 5.70$, $X_3 = 20.11$, and $X_4 = 13.23$.

- $\frac{\partial P(Y=1)}{\partial x_1} = -\beta_1(\phi(Z_1)) = 0.153 \phi(-1.623) = 0.016$
- $\frac{\partial P(Y=2)}{\partial x_1} = \beta_1(\phi(Z_2) - \phi(Z_1)) = -0.153(\phi(0.090) - \phi(-1.623)) = -0.044$
- $\frac{\partial P(Y=3)}{\partial x_1} = \beta_1(\phi(Z_3)) = -0.153 \phi(0.090) = -0.060$

It means that for every one-unit change in the ratio $X_1$ (commitment to academic tasks), it will increase the probability of students experiencing low emotional exhaustion by 0.016, and decrease the probability of students experiencing moderate emotional exhaustion by 0.044, and high emotional exhaustion by 0.060.

The marginal effect of $X_3$ (control over the struggle) on emotional exhaustion with $X_1 = 5.70$, $X_3 = 20.11$, and $X_4 = 13.23$ is described as follows:

- $\frac{\partial P(Y=1)}{\partial x_3} = -\beta_3(\phi(Z_1)) = -0.171 \phi(-1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4) = -0.018$
- $\frac{\partial P(Y=2)}{\partial x_3} = \beta_3(\phi(Z_2) - \phi(Z_1)) = 0.171(\phi(0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4) - \phi(-1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4)) = 0.049$
- $\frac{\partial P(Y=3)}{\partial x_3} = \beta_3(\phi(Z_3)) = 0.171 \phi(0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4) = 0.067$

It means that for every one-unit change in the ratio $X_3$ (control over the struggle), it will decrease the probability of students experiencing low emotional exhaustion by 0.018, and increase the probability of students experiencing moderate emotional exhaustion by 0.049, and high emotional exhaustion by 0.067.

The marginal effect of $X_4$ (control facing difficulties) on emotional exhaustion with $X_1 = 7.731$ and $X_4 = 9.060$ is described as follows:

- $\frac{\partial P(Y=1)}{\partial x_4} = -\beta_4(\phi(Z_1)) = 0.239 \phi(-1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4) = 0.025$
- $\frac{\partial P(Y=2)}{\partial x_4} = \beta_4(\phi(Z_2) - \phi(Z_1)) = -0.239(\phi(0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4) - \phi(-1.028 - 0.153X_1 + 0.171X_3 - 0.239X_4)) = -0.070$
- $\frac{\partial P(Y=3)}{\partial x_4} = \beta_4(\phi(Z_3)) = -0.239 \phi(0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4) = -0.095$

It means that for every one-unit change in the ratio $X_4$ (control facing difficulties), it will increase the probability of students experiencing low emotional exhaustion by 0.025, and decrease the probability of students experiencing moderate emotional exhaustion by 0.070, and high emotional exhaustion by 0.095.

The research results obtained indicate that descriptively the percentage of respondents experiencing low emotional exhaustion is 7.5%, moderate emotional exhaustion is 44.2%, and high emotional exhaustion is 48.3%. Therefore, it appears that students tend to experience high emotional exhaustion as the primary indication of Academic Burnout. These results are consistent
with previous research indicating that online learning still presents significant challenges for students both psychologically and in terms of learning media. 

The research findings indicate that academic hardiness significantly impacts the level of emotional exhaustion among students, particularly in the context of online learning in the city of Malang during the Covid-19 pandemic. Unlike previous research, this study does not directly decide to use one regression model in examining the influence of academic hardiness on emotional exhaustion, but rather examines which model satisfies convergence on parameter estimators through the Maximum Likelihood Estimation (MLE) approach. If MLE approach is conducted in data analysis and results in separation, it can lead to estimation errors, thus the coefficients produced will be biased. Based on the data analysis, the best-performing model that has been tested for convergence is represented by Ordinal Logistic Regression and Ordinal Probit Regression. The ordinal probit regression model is most effective in analyzing the relationship between academic hardness factors and emotional exhaustion. This methodological choice is justified by its superior performance in terms of AIC values and classification accuracy compared to the logistic model, thus providing a more reliable tool for educators and policymakers to assess and address student well-being.

The results of the ordinal probit regression analysis indicate that commitment to academic tasks ($X_1$), control over struggles ($X_3$), and control over individual difficulties ($X_4$) are significant predictors of emotional exhaustion. The negative coefficients of $X_1, X_3$, and $X_4$ in the probit model indicate that higher academic resilience can decrease emotional exhaustion among students in Malang city. This means that an increase in commitment to coursework and better control over difficulties lead to a decrease in the likelihood of experiencing high emotional exhaustion. This is consistent with the research, which states that hardiness has a negative relationship with anxiety and academic procrastination. These results underline the importance of psychological hardiness in significantly addressing challenges. Academic hardiness emerges as an effective coping strategy among students to mitigate the adverse effects of emotional exhaustion and academic stress.

Although some studies indicate that ordinal logistic regression and ordinal probit regression share similarities in terms of model significance, the probit model is more suitable for examining the impact of each predictor variable on different levels of emotional exhaustion based on marginal effects. The marginal effect states that for every one-unit change in the ratio $X_1$ (commitment to academic tasks), it will increase the probability of students experiencing low emotional exhaustion by 0.016, and decrease the probability of students experiencing moderate emotional exhaustion by 0.044, and high emotional exhaustion by 0.060. Every one-unit change in the ratio $X_3$ (control over the struggle), it will decrease the probability of students experiencing low emotional exhaustion by 0.018, and increase the probability of students experiencing moderate emotional exhaustion by 0.049, and high emotional exhaustion by 0.067. Every one-unit change in the ratio $X_4$ (control facing difficulties), it will increase the probability of students experiencing low emotional exhaustion by 0.025, and decrease the probability of students experiencing moderate emotional exhaustion by 0.070, and high emotional exhaustion by 0.095.

3. CONCLUSION

The ordinal probit regression model is the best model to analyze the factors of academic hardiness on emotional exhaustion because it has an AIC value smaller than the logit model with a classification accuracy of 100%. The estimation of the probit model also converges faster in the 6th iteration than the logit model and there is no separation. Based on the ordinal probit regression analysis, students at Malang City campuses tend to experience high emotional
exhaustion (48.3%). Factors that significantly affect emotional exhaustion are commitment to coursework and control over the difficulties faced by individuals. The ordinal probit regression model obtained is 
\[ Z_1 = -1.028 - 0.153X_1 + 0.171X_2 - 0.239X_4 \] and 
\[ Z_2 = 0.686 - 0.153X_1 + 0.171X_3 - 0.239X_4. \] The marginal effect states that for every one-unit change in the ratio \( X_1 \) (commitment to academic tasks), it will increase the probability of students experiencing low emotional exhaustion by 0.016, and decrease the probability of students experiencing moderate emotional exhaustion by 0.044, and high emotional exhaustion by 0.060. Every one-unit change in the ratio \( X_3 \) (control over the struggle), it will decrease the probability of students experiencing low emotional exhaustion by 0.018, and increase the probability of students experiencing moderate emotional exhaustion by 0.049, and high emotional exhaustion by 0.067. Every one-unit change in the ratio \( X_4 \) (control facing difficulties), it will increase the probability of students experiencing low emotional exhaustion by 0.025, and decrease the probability of students experiencing moderate emotional exhaustion by 0.070, and high emotional exhaustion by 0.095. Therefore, the research suggests that increased academic hardiness is likely to decrease heightened emotional exhaustion.
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