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Abstract 

Robust Negative Binomial regression model (RNBR) is a modelling method to overcome a 

problem if there are outliers and overdispersion in the data. Outliers are data points that are 

significantly different from other data. Outliers have a significant effect on modelling to the 

resulting model. Furthermore, overdispersion is indicated by the presence of too large values 

of Pearson statistics. In this study, the RNBR model was used to determine the factors of the 

toddler immune variable at post neonatal age that significantly influenced the number of under-

five deaths caused by pneumonia in East Java Province. Based on the modelling obtained, it 

shows that the RNBR model provides more robust results in handling outlier and 

overdispersion problems. This can be seen from the AIC value of the RNBR model is smaller 

than the AIC of the Poisson regression model. In addition, sPR
2  and sRBNR

2 , which are measures 

of the influence of outliers on the model, decreased from 1 for the Poisson regression model to around 

0.42 for the RNBR model.  

 

Keywords: Robust Negative Binomial Regression (RNBR), Immunity, Toddler Mortality, 

Pneumonia 

 

1.  INTRODUCTION 

Not all observed data are free from outliers. The presence of outliers in the data usually 

occurs due to recording/inputting errors, measurement scale errors, or indeed certain unusual 

events. This is very crucial in statistical data analysis which results in some assumptions on model 

errors not being met, including on model errors generated from linear regression analysis. Linear 

regression acts as a tool for analytical problem solving to determine the relationship between 

variables [25]. To handle the presence of outliers in the data, Robust regression offers a solution in 

accommodating outliers without having to eliminate them. In addition to the problem of outliers, 

there is data obtained from the counting process experiencing overdispersion, which is a situation 
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where the variance value of the data is greater than the mean value of the data. One of the causes 

of overdispersion is too many zeros (excess zeros) in the dependent variable [22]. One method to 

overcome overdispersion in regression models is Negative Binomial regression. If there are 2 

problems, namely the presence of outliers and overdispersion, then Robust Negative Binomial 

Regression (RNBR) is one method that can provide a solution to the problem.  

[1] modelled patient falls data using Negative Binomial regression with robust inference 

to evaluate the effectiveness of exercise interventions in reducing the number of falls among elderly 

people with Parkinson's disease. One of the results obtained from his research is the benefit of 

robust estimators for inference and as a diagnostic tool.  [32] conducted a comparison of 3 methods, 

namely Poisson regression, Negative Binomial regression, and quasi-Poisson robust regression 

using the Bayesian approach. His research found that the quasi-Poisson robust regression model is 

more robust than other regression models.  

The United Nations Children's Fund (UNICEF) report shows that pneumonia will be the 

infectious disease that contributes the most deaths to children under five years old in the world in 

2021. The number reached 725,557 cases in 2021 [28]. Pneumonia is an acute infection of the lung 

tissue (alveoli) caused by bacteria, viruses or fungi. The typical symptoms of this disease are 

increased breathing frequency and shortness of breath due to sudden lung inflammation [17, 25]. 

Health education was conducted by [25] on Tuesday, 13 December 2022, in the Parung Serab 

Ciledug urban village area involving 20 participants. The health counselling that was conducted to 

parents showed an increase in knowledge about recognising the signs of pneumonia and handling 

emergencies at home. [4] conducted a study on risk factors associated with the incidence of 

pneumonia among under-fives in Kupang City using logistic regression. There was a correlation 

between nutritional status, immunisation status, and exclusive breastfeeding with the incidence of 

pneumonia. In addition, [11] used Geographically Weighted Negative Binomial Regression 

(GWNBR) to model pneumonia cases in East Java in 2021. His study resulted in 9 groups based 

on significant variables with the influencing factors in all districts/cities being population density 

and percentage of under-five health service coverage.  

The number of pneumonia cases affecting children under five years of age in East Java 

Province in 2022 was 92,118. This was the highest number of cases among Malaria, Lung TB, and 

Leprosy [7].  And there were 145 cases of under-five deaths due to pneumonia in the same year 

[10]. Based on the explanation that has been described, researchers want to find out the factors of 

the under-five immune variable that significantly influence under-five deaths caused by pneumonia 

in East Java Province using the Robust Negative Binomial Regression model.   

  

2. METHODS 

Robust Negative Binomial Regression (RNBR) 

An outlier is a data point that is significantly different from the rest of the data [2]. Outliers 

have a significant effect on modelling and thus the resulting model. This is a problem that often 

arises in data analysis. These outliers usually occur due to recording/inputting errors, measurement 

scale errors, or indeed certain unusual events. Outliers can appear in both discrete and continuous 

data types. There is a special case in discrete data obtained from the counting process will obtain 

zero, and non-zero observation values. When many zero values are obtained from observations on 

the dependent variable, this is one of the causes of overdispersion, which is a state of data variance 

greater than the mean data [22].  



178 

JURNAL MATEMATIKA, STATISTIKA DAN KOMPUTASI 
Anggun Yuliarum Qur'ani, Chandra Sari Widyaningrum, Sa’adatur Rohimiyah 

The presence of overdispersion in many situations is clearly indicated by the presence of 

excessively large values of the Pearson statistic or goodness-of-fit deviations in the full model. 

Overdispersion in classical Poisson regression by calculating the sum of squares of the n 

standardised error, ∑ 𝑧𝑖
2𝑛

𝑖=1 , where 𝑧𝑖 =
𝑦𝑖−�̂�𝑖

𝑠𝑑(�̂�𝑖)
, and compared with the 𝜒𝑛−𝑘

2  distribution,  

 

so that the estimated overdispersion ratio  

 the estimated overdispersion =
1

𝑛−𝑘
∑ 𝑧𝑖

2𝑛
𝑖=1

 (2.1) 

is a summary of overdispersion in the data compared to the fitted model and an estimated value 

greater than 1 indicates an overdispersion model[12, 25]. Given observed values of the dependent 

variable 𝑌 with 𝑛 observations 𝑦𝑖, and 𝑛 observed values of 𝑝 independent variables 𝑋, 𝑥𝑖𝑘 with 

𝑖 = 1,2, … , 𝑛; 𝑘 = 1,2, … , 𝑝. Assuming 𝑌 ~ Poisson(𝜇𝑖), then the probability mass function of 𝑌 

 𝑝(𝑦𝑖; 𝜇𝑖) = 𝑃(𝑌 = 𝑦𝑖; 𝜇𝑖) =
𝑒−𝜇𝑖𝜇𝑖

𝑦𝑖

𝑦𝑖!
;     𝑦𝑖 = 0,1,2 … (2.2) 

where mean and variance, E(𝑌) = Var(𝑌) = μ𝑖. The relationship of 𝑦𝑖 with 𝑥𝑖𝑘 is as follows. 

 
E(𝑌 = 𝑦𝑖) = μ𝑖 = 𝑒𝑥𝑖

𝑇𝜷 (2.3) 

where 𝒙𝒊 = {𝑥𝑖0, 𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝}
𝑇

, and 𝛽 = {𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑝}. The models from equations (2.2) 

and (2.3) are known as Poisson regression models or log-linear models [20]. Poisson model 

parameters are usually estimated using the Maximum Likelihood Estimator (MLE). Define the 

likelihood function of (2.2) as follows [9, 20, 34] 

 

𝐿(𝛽) = ∏
𝑒−𝜇𝑖𝜇𝑖

𝑦𝑖

𝑦𝑖!
𝑛
𝑖=1 = ∏

𝑒
−(𝑒𝑥𝑖

𝑇𝜷)
(𝑒𝑥𝑖

𝑇𝜷)
𝑦𝑖

𝑦𝑖!
𝑛
𝑖=1

 (2.4) 

So that the logarithmic form of both sides of equation (2.4) is obtained 

 𝑙(𝛽) = ∑ (𝑦𝑖 ln 𝜇𝑖 − 𝜇𝑖 − ln 𝑦𝑖!)𝑛
𝑖=1 = ∑ (𝑦𝑖(𝑥𝑖

𝑇𝜷) − 𝑒𝑥𝑖
𝑇𝜷 − ln 𝑦𝑖!)𝑛

𝑖=1
 (2.5) 

by substituting 𝑥𝑖
𝑇𝜷 = 𝛽0 + ∑ 𝛽𝑘𝑥𝑖𝑘

𝑝
𝑘=1  in equation (2.5) we get 

  𝑙(𝛽) = ∑ {𝑦𝑖(𝛽0 + ∑ 𝛽𝑘𝑥𝑖𝑘
𝑝
𝑘=1 ) − 𝑒𝛽0+∑ 𝛽𝑘𝑥𝑖𝑘

𝑝
𝑘=1 − ln 𝑦𝑖!}𝑛

𝑖=1
 (2.6) 

Then the MLE for 𝛽0, 𝛽1, … , 𝛽𝑘  are obtained from the first derivative and second derivative of 

equation (2.6) against 𝛽 which can be written in the following equation. 

 

         
𝜕𝑙(𝛽)

𝜕𝛽0
= ∑ (𝑦𝑖 − 𝑒𝛽0+∑ 𝛽𝑘𝑥𝑖𝑘

𝑝
𝑘=1 )𝑛

𝑖=1  

𝜕𝑙(𝛽)

𝜕𝛽1
= ∑ (𝑦𝑖 − 𝑒𝛽0+∑ 𝛽𝑘𝑥𝑖𝑘

𝑝
𝑘=1 )𝑛

𝑖=1 𝑥𝑖1 

... 
𝜕𝑙(𝛽)

𝜕𝛽𝑘
= ∑ (𝑦𝑖 − 𝑒𝛽0+∑ 𝛽𝑘𝑥𝑖𝑘

𝑝
𝑘=1 )𝑛

𝑖=1 𝑥𝑖𝑝
 

(2.7) 

  
𝜕2𝑙(𝛽)

𝜕2𝛽𝑘𝛽𝑗
= − ∑ 𝑒𝑥𝑖

𝑇𝜷𝑥𝑖𝑘𝑥𝑖𝑗
𝑛
𝑖=1  (2.8) 

Equations (2.7) and (2.8) are non-linear functions with respect to 𝛽0, 𝛽1, … , 𝛽𝑘, so to estimate the 

values of 𝜷 it is necessary to use an iterative algorithm, one of which is the Newton-Raphson 

algorithm [20, 29].  
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 Given a random variable 𝑌~𝑁𝐵(𝜇𝑖), and an unknown but constant parameter 𝜙. Then the 

probability mass function 𝑌 can be written with the following equation [19]. 

  p(𝑦𝑖 , 𝜇𝑖 , 𝜙) =
Γ(𝑦𝑖+𝜙𝜇𝑖)𝜙𝜙𝜇𝑖

𝑦𝑖! Γ(𝜙𝜇𝑖)(1+𝜙)𝑦𝑖+𝜙𝜇𝑖

 (2.9) 

Suppose 𝜙𝜇𝑖 =
1

𝛼
, then equation (2.9) can be written as follows. 

 

p(𝑦𝑖 , 𝜇𝑖 , 𝛼) =
Γ(𝑦𝑖+

1

𝛼
)(

1

𝛼𝜇𝑖
)

1
𝛼

𝑦𝑖! Γ(
1

𝛼
)(1+

1

𝛼𝜇𝑖
)

𝑦𝑖+
1
𝛼

 

                                             =
Γ(𝑦𝑖+

1

𝛼
)(

1

𝛼𝜇𝑖
)

1
𝛼

(1+
1

𝛼𝜇𝑖
)

−
1
𝛼

(1+
1

𝛼𝜇𝑖
)

−𝑦𝑖

𝑦𝑖! Γ(
1

𝛼
)

 

                                 =
Γ(𝑦𝑖+

1

𝛼
)

𝑦𝑖! Γ(
1

𝛼
)

(1 + 𝛼𝜇𝑖)−
1

𝛼 (1 +
1

𝛼𝜇𝑖
)

−𝑦𝑖
 

(2.10) 

where 𝛼 > 0 is the overdispersion parameter and is constant. And illustrating 𝑥𝑖𝑘 can be substituted 

in the Negative Binomial distribution regression model based on the following relationship [1, 16, 

19, 20]. 

  log 𝜇𝑖 = ∑ 𝑥𝑖𝑘𝛽𝑘
𝑝
𝑘=1 = 𝒙𝑖𝜷 (2.11) 

Let 
Γ(𝑦𝑖+

1

𝛼
)

𝑦𝑖! Γ(
1

𝛼
)

=
Γ(𝑦𝑖+

1

𝛼
)

Γ(𝑦𝑖+1) Γ(
1

𝛼
)

= ∏ (𝑦𝑖 +
1

𝛼
+ 𝑘) =

𝑦𝑖
𝑘=1 𝛼−𝑦𝑖 ∏ (𝛼𝑦𝑖 + 𝛼𝑘 + 1)𝑦𝑖

𝑘=1 . Model estimation is 

performed using the Maximum Likelihood Estimator (MLE), so that the log-likelihood function of 

equation (2.11) is obtained. 

 

 𝑙(𝑦𝑖 , 𝜇𝑖 , 𝛼) = log ∏ (
Γ(𝑦𝑖+

1

𝛼
)

𝑦𝑖! Γ(
1

𝛼
)

(1 + 𝛼𝜇𝑖)−
1

𝛼 (1 +
1

𝛼𝜇𝑖
)

−𝑦𝑖

)𝑛
𝑖=1  

 = ∑ (−log 𝑦𝑖! + log (
Γ(𝑦𝑖+

1

𝛼
)

Γ(
1

𝛼
)

) −
1

𝛼
log(1 + 𝛼𝜇𝑖) − 𝑦𝑖 log (1 +

1

𝛼𝜇𝑖
))𝑛

𝑖=1
 

 = ∑ (−log 𝑦𝑖! + log (
Γ(𝑦𝑖+

1

𝛼
)

Γ(
1

𝛼
)

) −
1

𝛼
log(1 + 𝛼𝜇𝑖) + 𝑦𝑖 log (

𝛼𝜇𝑖

1+𝛼𝜇𝑖
))𝑛

𝑖=1
 

 = ∑ (−log 𝑦𝑖! + dlg (yi,
1

α
) −

1

𝛼
log(1 + 𝛼𝜇𝑖) + 𝑦𝑖 log(𝛼𝜇𝑖) −𝑛

𝑖=1

𝑦𝑖 log(1 + 𝛼𝜇𝑖)) 
(2.12) 

where dlg (yi,
1

α
) = log Γ (𝑦𝑖 +

1

𝛼
) − log Γ (

1

𝛼
). Next, from equation (2.12), the first derivative of 𝜷 

and 𝛼 are sought, thus obtained: 

  Ψ𝛽(𝑦𝑖 , 𝒙𝑖, 𝜷, 𝛼) =
𝜕𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝛽𝑘
=

𝜕𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝜇𝑖

𝜕𝜇𝑖

𝜕𝛽𝑘
= ∑ (

𝑦𝑖−𝜇𝑖

𝜇𝑖(1+𝛼𝜇𝑖)
)𝑛

𝑖=1
𝜕𝜇𝑖

𝜕𝛽𝑘
𝒙𝑖 (2.13) 

  Ψ𝛼(𝑦𝑖, 𝒙𝑖, 𝜷, 𝛼) =
𝜕𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝛼
= ∑ {ddg (yi,

1

α
) −

1

𝛼2 log(1 + 𝛼𝜇𝑖) +
𝜇𝑖(𝑦𝑖+

1

𝛼
)

1+𝛼𝜇𝑖
}𝑛

𝑖=1  (2.14) 

And for the second derivative of equation (2.12) against 𝜷 and 𝛼 are 
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𝜕2𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝛽𝑗𝛽𝑘
= ∑ (

1+𝛼𝑦𝑖

(1+𝛼𝜇𝑖)2)𝑛
𝑖=1 𝜇𝑖𝑥𝑖𝑗𝑥𝑖𝑘 (2.15) 

 
 
𝜕2𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝛼2 = ∑ {dtg (yi,
1

α
) −

2

𝛼3 log(1 + 𝛼𝜇𝑖) +
2𝜇𝑖

𝛼2(1+𝛼𝜇𝑖)
+

𝜇𝑖
2(𝑦𝑖+

1

𝛼
)

(1+𝛼𝜇𝑖)2 }𝑛
𝑖=1  (2.16) 

 
 
𝜕2𝑙(𝑦𝑖,𝒙𝑖,𝜷,𝛼)

𝜕𝛽𝑘𝜕𝛼
= − ∑ (

𝑦𝑖−𝜇𝑖

(1+𝛼𝜇𝑖)2)𝑛
𝑖=1 𝒙𝑖 

(2.17) 

Where the ddg and dtg functions are di-gamma derived functions and tri-gamma derived functions 

which in detail can be seen in the following equations [16, 20]. 

 
 ddg (yi,

1

α
) =

𝜕dlg(yi,
1

α
)

𝜕𝛼
 

                                             = ∑
𝑦𝑖−𝑘

𝛼𝑦𝑖−𝛼𝑘+1

𝑦𝑖
𝑘=1

 

(2.18) 

 
 dtg (yi,

1

α
) =

𝜕2dgg(yi,
1

α
)

𝜕𝛼2  

                                             = ∑
−(𝑦𝑖−𝑘)2

(𝛼𝑦𝑖−𝛼𝑘+1)2

𝑦𝑖
𝑘=1  (2.19) 

Just like estimating the Poisson regression model parameters, estimating the Negative Binomial 

regression model parameters 𝜷 and 𝛼 in equations (2.13) - (2.17) using Fisher's algorithm. 

 Robust regression analysis was developed as an improvement to least squares estimation 

in the presence of outliers, and to provide information on which observations are valid, and whether 

they should be discarded. The main objective of robust regression analysis is to fit a model that 

represents the information in most of the data [6]. One of the popular methods used in Robust 

regression analysis is the M-Estimator. Given 𝜀𝑖 s the error of the 𝑖 −th data, which is the difference 

between the value of the 𝑖 −th observation and its estimated value. Using the least squares method 

(OLS) by minimising the value of 𝜀𝑖 using different error functions, namely 

  
min

�̂�
∑ 𝜌(𝜀𝑖)𝑛

𝑖=1
 

(2.20) 

where 𝜌 m is a positive definite function, and single-valued at zero. Deriving equation (2.20) on 

𝜷𝑘 = (𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑝) are obtained. 

  ∑
𝜕𝜌(𝜀𝑖)

𝜕𝜀𝑖

𝜕𝜀𝑖

𝜕𝛽𝑘

𝑛
𝑖=1 = 𝟎 (2.21) 

Let 𝜑(𝜀𝑖) =
𝜕𝜌(𝜀𝑖)

𝜕𝜀𝑖
 be the derivative function of 𝜌, and 𝒙𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝), also 𝟎 = (0,0, … ,0). 

Therefore, equation (2.21) can also be written as 

   ∑ 𝜑(𝜀𝑖)
𝜕𝜀𝑖

𝜕𝛽𝑘

𝑛
𝑖=1 = 𝟎 (2.22) 

Define the weighting function 𝑤(𝜀𝑖) =
𝜑(𝜀𝑖)

𝜀𝑖
, then equation (2.22) becomes 

  ∑ 𝑤(𝜀𝑖)𝜀𝑖
𝜕𝜀𝑖

𝜕𝛽𝑘

𝑛
𝑖=1 = 𝟎 (2.23) 

And to obtain the solution to equation (2.23), the iteratively re-weighted least squares (IRWLS) 

method is used which leads to a rather fast calculation and stable calculation [1, 6] as follows. 

  
min

�̂�
∑ 𝑤(𝜀𝑖

(𝑘−1))𝜀𝑖
2𝑛

𝑖=1
 

(2.24) 
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where 𝑘 is the number of iterations used so that the value converges. Thus, the Robust Negative 

Binomial Regression (RNBR) model estimation using weighted MLE for the 𝜷 parameter from 

equation (2.13) is as follows. 

  ∑ [𝒘∗(𝑦𝑖, 𝜇𝑖)Ψ𝛽(𝑦𝑖 , 𝒙𝑖, 𝜷, 𝛼)𝑤(𝒙𝑖) − 𝑎𝑖(𝜷, 𝑤∗, 𝑤)]𝑛
𝑖=1 = 𝟎 (2.25) 

where 𝒘∗(𝑦𝑖, 𝜇𝑖) ∈ [0,1] is the independent variable weighting function written as 
𝜑(𝜀𝑖)

𝜀𝑖
, 𝑤(𝒙𝑖) is 

the function 𝑤(𝒙𝑖) is the weight to limit the impact of 𝒙𝑖 that may occur, and 𝑎𝑖(𝜷, 𝑤∗, 𝑤) =

𝐸 (𝒘∗(𝑦𝑖, 𝜇𝑖)Ψ𝛽(𝑦𝑖 , 𝒙𝑖, 𝜷, 𝛼)𝑤(𝒙𝑖)) is a correction that ensures consistency in the model. And the 

MLE of the weighted RNBR model for parameter 𝛼 in (2.14) is as follows. 

  ∑ [
𝜑(𝜀𝑖)

𝜀𝑖
Ψ𝛼(𝑦𝑖, 𝒙𝑖, 𝜷, 𝛼)𝑤(𝒙𝑖) − 𝑏𝑖(𝜶)]𝑛

𝑖=1 = 𝟎 (2.26) 

where 
𝜑(𝜀𝑖)

𝜀𝑖
 s is a weight analogous to the weight on the �̂�, and 𝑏𝑖(𝜶) =

𝐸 (
𝜑(𝜀𝑖)

𝜀𝑖
Ψ𝛼(𝑦𝑖, 𝒙𝑖 , 𝜷, 𝛼)𝑤(𝒙𝑖)) is a correction that ensures consistency in the model[1]. RNBR 

parameter estimation uses the GEM algorithm [5]. 

 Regression model diagnostics are used to evaluate the regression model formed. This is by 

conducting an assumption test on the model error from the regression modelling results is a 

consideration of the goodness of the modelling results. There are 3 assumptions that usually need 

to be met in regression modelling, namely the assumption of homoscedasticity of model errors, the 

assumption of autocorrelation of model errors, and the assumption of multicollinearity between 

independent variables. If any of the assumptions are not met, then there are several treatments 

before stating that the regression model is not suitable for use in data analysis. Unlike the regression 

model, the robust model accommodates the presence of outliers in the model. Due to the presence 

of outliers, the test assumption of normality of model errors is not met. The first Robust model 

assumption is the assumption of homoscedasticity of model errors which is not met. To determine 

this assumption, model errors are tested using the Breusch-Pagan test with the Lagrange-Multiplyer 

(LM) test statistic [8] as follows. 

  𝐿𝑀 =
1

2
𝑓′𝑍(𝑍′𝑍)−1𝑍′𝑓 (2.27) 

which tests the null hypothesis that 𝜎𝜀1
2 = 𝜎𝜀2

2 = ⋯ = 𝜎𝜀𝑖
2 = 0. The value of the LM test statistic 

converges in the distribution 𝜒2
𝑝−1;𝛼. If the 𝑝 −value > 𝛼, then the null hypothesis is rejected. 

This means that the assumption of homoscedasticity is not met. In other words, the assumption of 

heteroscedasticity is met. There are several ways to handle homoskedasticity assumptions that are 

not met, one of which is spatial modelling or Robust modelling. In this study, it is more suitable to 

use robust modelling rather than spatial modelling. Because there is no spatial effect on this data 

modelling and it is more inclined to indicate outliers in the data. The second assumption in the 

Robust model is the assumption of autocorrelation between model errors. The existence of 

autocorrelation between model errors can be determined using the following Durbin-Watson (DB) 

test statistic [21] 

  𝑑 =
∑ (𝑒𝑖−𝑒𝑖−1)2𝑛

𝑖=2

∑ 𝑒𝑖
2𝑛

𝑖=1

 (2.28) 

which tests 𝐻0: 𝜌 = 0, and 𝐻1: 𝜌 > 0. If the value of 0 < 𝑑 < 4 which means close to the value of 

0 0 is an indication of negative autocorrelation, and approaching the value of 4 is an indication of 

positive autocorrelation. If 𝑝 −value < 𝛼, then the alternative hypothesis is accepted, which means 
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that there is autocorrelation between model errors. So this is one indication that the Robust model 

is suitable for modelling the data analysed. The third assumption that makes the Robust model one 

of the alternatives used is the presence of multicollinearity between independent variables. The 

existence of this problem can use the Variance Inflation Factors (VIF) test with test statistics written 

in the following equation. 

  𝑉𝐼𝐹𝑘 =
1

1−𝑅𝑘
2 (2.29) 

where 𝑅𝑘
2 is the 𝑅2 of the 𝑘 −th independent variable. if the value of 𝑉𝐼𝐹𝑘 > 5, then there is 

multicollinearity between the independent variables [21].  

The next step is to know whether the independent variables simultaneously have a 

significant effect on the dependent variable. In data with independent variables that are the sum of 

binary events, the 𝐺 test [3] is used to perform the simultaneous test, namely 

 
 𝐺2 = −2(𝐿0 − 𝐿1)~𝜒(𝛼,𝑚−1))

2  (2.30) 

where 𝐿0 is the log-likelihood for the simple model, 𝐿1 is the log-likelihood function for the 

complete model, 𝑚 is the number of dependent and independent variables. The G-test tests the 

hypotheses 𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 0 and 𝐻1: 𝛽𝑘 ≠ 0. If the 𝑝 value < 𝛼, then the independent 

variables simultaneously have a significant effect on the dependent variable. After testing the 

parameters simultaneously, the next stage is to conduct a partial parameter test which aims to 

determine which independent variables have a significant effect on the dependent variable. In this 

study, the Wald test [3] is used to test the parameters partially with the test statistics can be written 

in the following equation. 

  𝑊 = (
�̂�𝑞

𝑠𝑒(�̂�𝑞)
)

2

~ 𝜒(𝛼,1)
2  (2.31) 

with hypothesis 𝐻0: 𝛽𝑞 = 0 and 𝐻1: 𝛽𝑞 ≠ 0, where 𝑞 = {0,1, … , 𝑘} are parameter coefficients for 

intercept and independent variables. If the 𝑝 value < 𝛼, then the independent variable partially has 

a significant effect on the dependent variable. The last step is to see which model is better by 

looking at the value of Akaike's Information Criterion (AIC) which can be written [31] by 

  𝐴𝐼𝐶 = 2𝑘 − 2 ln(𝐿) (2.32) 

where 𝐿 is the maximum value of the likelihood function, and 𝑘 is the number of parameters 

estimated in the model. 

Data Type and Source 

This study uses secondary data consisting of 3 independent variables and 1 dependent 

variable. Some of the under-five immune variables that affect the incidence of pneumonia used in 

this study were obtained from [4, 13, 30, 33], and the size value of each dependent and independent 

variable was obtained from [10].  

 

 

 

The detailed description of the variables involved in the analysis can be seen in Table 1.  
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Table 1 Research Variables 

Variables Description Unit 

𝑌 Number of post neonatal deaths (age 29 days-11 months) Toddlers 

𝑋1 Malnourished toddlers Percent 

𝑋2 Complete primary immunisation Percent 

𝑋3 IMD (Early Breastfeeding Initiation) Percent 

 

Data Analysis Procedure 

The following procedures need to be carried out in the analysis using the Robust Negative 

Binomial Regression method. 

1. Perform descriptive statistical analysis and check for outliers in the data. 

2. Perform Poisson regression modelling by estimating the parameter 𝛽 using equation 

(2.7) with Fisher's algorithm. 

3. Check for overdispersion when modelling Poisson regression using equation (2.1). If 

there is overdispersion and outliers, Robust Negative Binomial Regression (RNBR) 

modelling can be performed by performing step (4). 

4. Perform parameter estimation of the RNBR (𝛼, 𝛽) model in Equations (2.13) and (2.14) 

with the Generalised Expectation-Maximisation (GEM) algorithm. 

5. Perform simultaneous parameter tests for Poisson model parameters and RNBN model 

parameters using the 𝐺 test in equation (2.31). 

6. Perform partial parameter tests for each model using the Wald test statistic in equation 

(2.32). 

7. Checking the error assumption of the model and independent variabels assumption 

formed by using equation (2.27)-(2.29). 

8. Choosing the best model between Poisson and RNBN regression is more appropriate in 

this data analysis using the AIC statistic in equation (2.33). 

9. In this study, the analysis used R software, package "lmtest", function "bptest, dwtest" 

in [15] to check the assumptions of heteroskedastity and autocorrelation of model errors; 

package "nortest", function "ad.test" in [14] to check the assumption of normality of 

model errors; package "car", function "vif" to check the assumption of multicollinearity; 

package "performance", function "check_overdispersion" in [18] for overdispersion; 

function "glm" to estimate Poisson regression parameters; package "robmixglm", 

function "robmixglm" in [5] to estimate RNBR parameters. 
10. Interpretation of results and discussion. 

3.  RESULTS AND DISCUSSION  
Outliers are one of the problems that usually exist in data, so in the data analysis process, 

it must be handled first or use data analysis that allows outliers in the data. In this study, we will 

analyse data on under-five deaths due to pneumonia in East Java in 2022. The incidence of 

pneumonia was the highest among Malaria, Lung TB, and Leprosy in East Java at the time. 

There are several references to pneumonia as the main cause of under-five mortality. 

According to [25], there are three pathways that form the framework of pneumonia: host, agent, 

and environment. In this case, the host is the treatment performed on toddlers, the agent is the cause 

of airborne pneumonia, and the environment consists of several variables that measure 

environmental health. In this study, only the treatment of under-five children was taken. There are 

several variables that are strongly suspected to be variables of the immune system in toddlers, 

especially in the post-neonatal age (29 days-11 months), that influence the outbreak of pneumonia, 
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namely malnutrition, complete primary immunisation in the post-neonatal age, and early 

breastfeeding (IMD).  

 

Figure 1 Histogram of 4 research variables 

 Looking at Figure 1, it can be seen that almost the data from all variables have skewed. 

This is an indication that there are outliers in the data and only the IMD variable is not indicated as 

an outlier in the data. For more detail, it can be seen in the multivariate plot shown in Figure 2.  

 

Figure 2 Multivariate QQ plot of the study variables to detect outliers 

The black dots in Figure 2 are values that are not considered outliers, and the red dots in 

the figure are considered outliers in the data. There are 8 points that are considered outliers in the 

data to be analyzed. Since many values are considered outliers in the data, this indicates that 

multiple linear regression is not suitable as a method to model this data. Therefore, robust 

regression is a method of dealing with the outlier problem by allowing the inclusion of outliers in 

the analysis. In addition, the dependent variable used is data obtained from the counting process, 

so Poisson regression is an appropriate modelling method in this study. However, looking back at 

Figure 1, it can be seen that the pneumonia variable, which is the data obtained from the counting 

process, has a zero value, which dominates the pneumonia mortality cases. This means that in 2022 

there were no pneumonia deaths in several districts/cities in East Java province. This indicates that 

there is overdispersion in the data when there are too many zeros (excess zeros) in the dependent 

variable. This problem can be handled by using Negative Binomial regression.  

In this study, the dependent variable used is count data, so the first modelling uses Poisson 

regression. From Poisson regression modelling, parameter estimates 𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑝 are obtained, 

where 𝑝 being the number of independent variables used in data analysis. From the results of the 

analysis, the three variables have a significant influence on the number of deaths of toddlers of post 

neonatal age in East Java Province in 2022. In addition to the parameter estimation results using 
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Fisher's algorithm, there is information that the standard error value 𝑠𝑃𝑅
2  for the Poisson regression 

model is 1. This 𝑠𝑃𝑅
2  size indicates the influence of outliers on the model. For more details of the 

Poisson regression model parameter estimation results can be seen in Table 2. 

 

Table 2 Table 2 Estimation of parameters 𝛽𝑘 , 𝑘 = 0,1,2, … , 𝑝 using Poisson Regression with 5% 

significance level 

Variables (�̂�𝒌) Estimated Values p-values Decision Interpretation 

Intercept (�̂�0) 7.850339 5.12e-16 Reject 𝐻0 Variables that 

have a 

significant 

effect on the 

number of 

under-five 

deaths in post 

neonatal age 

due to 

pneumonia 

Malnourished toddlers (�̂�1) 0.262452 7.33e-05 Reject 𝐻0 

Complete primary immunisation 

(�̂�2) 
-0.062010 6.13e-13 Reject 𝐻0 

IMD (Early Breastfeeding 

Initiation) (�̂�3) 

-0.015449 0.0018 Reject 𝐻0 

Source: Estimation of Poisson Regression model parameters using R Software 

 

where 𝑖 = 1,2, … , 38. After we got the parameter estimation results, we will test whether each 

parameter for each independent variable has a significant effect simultaneously on the dependent 

variable for each model using the 𝐺 test. The 𝐺 test results for the Poisson model give the 𝐺 value 

of 5.594 with 𝑝 −value of 0.061 > 𝛼. Its giving the result to accept the null hypothesis. Thus, for 

the Poisson model, the independent variables simultaneously do not have a significant effect on 

the dependent variable. So if we can conclude from Table 2 and the results of the G test, using the 

Poisson model the independent variables only partially have a significant effect on the dependent 

variable, but not simultaneously. 

From Table 2, a Poisson model can be formed as in equation (3.1) and the information 

obtained is that an increase in the percentage of malnourished children under five has an effect on 

the increase in the number of under-five deaths in the post neonatal age due to pneumonia in East 

Java Province. In addition, an increase in the percentage of under-fives who received complete 

basic immunisation and early breastfeeding initiation can reduce the number of under-five deaths 

in East Java Province. From the estimation results that have been done, a Poisson model can be 

formed based on equation (2.3) and Table 2 as follows. 

 𝜇𝑖(𝑅𝑃) = exp(7.850339 + 0.262452 ∗ Malnourished toddlers −

0.062010 ∗  Complete primary immunisation − 0.015449 ∗ IMD) 
(3.1) 

 

The next step of analysis to see the suitability of the modelling used in the analysis, especially in 

Poisson regression modelling is whether overdispersion is detected in the data. For this reason, the 

next stage of analysis is to see whether there is overdispersion in the data in Poisson regression 

modelling, which can be seen in Table 3. 

 

Table 3 Testing for overdispersion in Poisson regression with a 5% significance level 

Dispersion Ratio Pearson's 𝝌𝒏−𝒌
𝟐  𝒑-values Keputusan Interpretation 

5.565 172.511 < 0.001 Reject 𝐻0 Overdispersion detected 

Source: Testing overdispersion in Poisson Regression using R Software 
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Due to the overdispersion in Poisson regression modelling seen in Table 3, it can be said 

that this modelling is not suitable to be used as an analysis method on this data. And because there 

are outlier and overdispersion problems that have been detected in the tests in Figure 2 and Table 

3, the Robust Negative Binomial Regression (RNBR) model is desired to overcome these 2 

problems. Therefore, the next analysis in this study is to estimate the parameters of RNBR 

modelling. For more detailed RNBR parameter estimation results can be seen in Table 4.  

 

Table 4 Estimation of parameters 𝛼 and 𝛽𝑘 , 𝑘 = 0,1,2, … , 𝑝 using RNBR with a significance level 

of 5% 

Variables (�̂�𝒌) Estimated Values p-values Decision Interpretation 

Intercept (�̂�0) 28.37181 0.000608 Reject 𝐻0 Variables that 

have a 

significant 

effect on the 

number of 

under-five 

deaths in post 

neonatal age 

due to 

pneumonia 

Malnourished toddlers (�̂�1) 1.25621 4.05e-05 Reject 𝐻0 

Complete primary immunisation (�̂�2) -0.24935 0.004478 Reject 𝐻0 

IMD (Early Breastfeeding Initiation) 

(�̂�3) 

-0.04714 0.017865 Reject 𝐻0 

Overdispersion parameter (�̂�) 0.67803    

Source: Estimation of RNBR model parameters using R Software 

For the RNBR model, we get the 𝐺 value of 30.159 with 𝑝 −value of 0.0000002825 <
𝛼. Thus, the decision to reject the null hypothesis is obtained, which means that for the RNBR 

model, the independent variables simultaneously have a significant effect on the dependent 

variable. Table 4 and 𝐺 test for RNBR model, it is obtained that for the RNBR model, the 

independent variables have a significant effect simultaneously and partially on the dependent 

variable. And the estimation results that have been carried out, the RNBR model can be formed 

based on equation (2.11) and Table 4 as follows. 

 

 𝜇𝑖(𝑅𝑁𝐵𝑅) = exp(28.37181 +  1.25621 ∗ Malnourished toddlers −

0.24935 ∗  Complete primary immunisation − 0.04714 ∗ IMD) 
(3.2) 

 

From the RNBR model formed in equation (3.2), information was obtained that most of the 

significant influences were in addition to the 3 factors that became the research variables. As in the 

Poisson regression model, malnourished toddlers have an influence in increasing the under-five 

mortality rate due to pneumonia in East Java Province. And for the treatment of complete basic 

immunization and early breastfeeding initiation for under-fives, it has a significant effect in 

reducing under-five mortality due to pneumonia in East Java Province with 𝑠𝑅𝐵𝑁𝑅
2  of 0.41905 and 

the RNBR model estimates that there are 0.67803% outliers in the model.   

The next step of analysis is the diagnostic of the two models that have been formed. There 

are 3 assumptions that will be tested on model errors and variable assumptions between 

independent variables for diagnostics on the model that has been formed. Detailed test results can 

be seen in Table 5. 

Table 5 Model diagnostics of Poisson Regression and RNBR model errors 
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Model 
Homoskedatisity 

Test 

Non-Autocorrelation 

Test 

Non-Multicollinearity 

Test 

Poisson 

Regression 
❌ ✔️ ✔️ 

RNBR ❌ ✔️ ✔️ 

Source: Model diagnostics using R Software 

 

✔️ : assumptions fulfilled 

❌ : assumptions not fulfilled 

 

In Table 5, to get suitable results in Poisson regression modelling, it is necessary to meet 3 

assumptions in the regression. To overcome the assumptions of homoskedasticity of errors in the 

Poisson regression model, the presence of outliers, and overdispersion, RNBR is more suitable in 

modelling this data. In addition, spatial effects do not have a significant influence on the results of 

modelling this data. Furthermore, to get the best model of the two models can be seen in the smallest 

AIC value. The AIC values for both models can be seen in Table 6. 

Table 6 Goodness of fit of Poisson Regression and RNBR models  

Model AIC 

Poisson Regression 266.73 

RNBR 227.9292 

Source: Goodness of fit model using R Software 

 

Comparison of the AIC values of the Poisson regression model and the RNBR model in Table 6 

shows that the AIC value of the RNBR model is smaller than the AIC value of the Poisson model. 

This means that the RNBR model provides better results in modelling this data. In other words, 

from the overall analysis results, the RNBR model is better and more suitable for use in this study.  

 

4.  CONCLUSION  
The Robust Negative Binomial Regression (RNBR) model provides more robust results in 

dealing with outlier and overdispersion problems. This can be seen from the AIC value of the 

RNBR model is smaller than the AIC of the Poisson regression model. In addition, it can be seen 

that the value of 𝑠𝑃𝑅
2  and 𝑠𝑅𝐵𝑁𝑅

2  which is a measure of the influence of outliers on the model gives 

a decrease in the value of 1 for the Poisson regression model to around 0.42 for the RNBR model. 

furthermore, only the RNBR modelling provides results that the independent variables have a 

simultaneous significant effect on the dependent variable. From the parameter estimation that has 

been done, the RBNR model is formed as follows.  

 

 𝜇𝑖(𝑅𝑁𝐵𝑅) = exp(28,37181 +  1,25621 ∗ Malnourished toddlers −

0,24935 ∗  Complete primary immunisation − 0,04714 ∗ IMD) 
(5.1) 

 

From both modelling, there are 3 strong factors in terms of immunity that are the main 

influence on the number of under-five deaths at post neonatal age in East Java Province in 2022, 

namely the percentage of under-fives with malnutrition, the percentage of under-fives who get 

complete basic immunization treatment and the presence of early breastfeeding initiation (IMD). 
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The percentage of malnourished toddlers has an influence in adding to the number of under-five 

deaths in East Java Province. And 2 other factors, can reduce the number of under-five deaths in 

East Java Province in 2022. 
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